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The equation-of-motion coupled-cluster (EOM-CC) methods provide a robust description of electronically excited states and their properties. Here, we present a formalism for two-photon absorption (2PA) cross sections for the equation-of-motion for excitation energies CC with single and double substitutions (EOM-CC for electronically excited states with single and double substitutions) wave functions. Rather than the response theory formulation, we employ the expectation-value approach which is commonly used within EOM-CC, configuration interaction, and algebraic diagrammatic construction frameworks. In addition to canonical implementation, we also exploit resolution-of-the-identity (RI) and Cholesky decomposition (CD) for the electron-repulsion integrals to reduce memory requirements and to increase parallel efficiency. The new methods are benchmarked against the CCSD and CC3 response theories for several small molecules. We found that the expectation-value 2PA cross sections are within 5% from the quadratic response CCSD values. The RI and CD approximations lead to small errors relative to the canonical implementation (less than 4%) while affording computational savings. RI/CD successfully address the well-known issue of large basis set requirements for 2PA cross sections calculations. The capabilities of the new code are illustrated by calculations of the 2PA cross sections for model chromophores of the photoactive yellow and green fluorescent proteins. © 2015 AIP Publishing LLC, [http://dx.doi.org/10.1063/1.4907715]

I. INTRODUCTION

Two-photon absorption (2PA) by a molecule in a single quantum act was first characterized theoretically, using perturbation theory, by Göppert-Mayer in 1931. However, the first observations of this phenomenon were only realized three decades later, following the invention of lasers that are capable of delivering sufficiently high intensity. 2PA is a non-linear optical process with a quadratic dependence of the absorption strength on the intensity of the incident light. Since two-photon transitions become allowed only in the second order of perturbation theory, 2PA cross sections are much smaller than the cross sections for one-photon absorption. As illustrated in Fig. 1, 2PA may entail a simultaneous absorption of two degenerate [Fig. 1(a)] or different energy [Fig. 1(b)] photons. If the energy of one of the photons matches the position of an intermediate electronic state [as in Fig. 1(c)], the cross sections may be significantly enhanced.

Owing to the quadratic dependence of the intensity, the 2P-based techniques offer better spatial resolution. Moreover, having two photons involved enables 3D spatial imaging. 2PA has been utilized in a variety of applications including drug delivery, photodynamic therapy, optical storage, high-resolution imaging, and fabrication of nanomachines. These applications calling for materials with large 2PA cross sections have stimulated research aiming at understanding and quantifying 2PA phenomena, and at designing new materials with desired electronic properties.

2PA spectroscopy is also very useful as a research tool. For example, by mapping out the polarization dependence of the 2PA cross section, it is possible to assign the symmetry of the excited–state wave function, even in isotropic liquids. This continues to be a powerful technique in condensed-phase electronic spectroscopy, e.g., as recently as 2009, new information about the excited states of neat liquid water has been obtained from polarization-dependent 2PA.

Experimental measurements of absolute 2PA cross sections are difficult due to competing optical processes such as stimulated emission and scattering that arise in high-intensity regime inherent in these experiments. In biological systems such as photoactive proteins, there are additional calibration difficulties leading to significant discrepancies in the reported measurements of absolute 2PA cross sections.

Computational methods capable of describing excited states and their properties (such as 2PA cross sections) can assist experimental studies, aid the interpretation of the results, and, ultimately, enable in silico design of new materials with desired non-linear optical properties. Numerous computational studies of 2PA phenomena have been reported in the past couple of decades. Owing to the low computational cost, most applications relied on time-dependent density functional theory (TDDFT). However, known problems with the description of Rydberg and charge-transfer excited states may affect the accuracy of 2PA cross sections computed with DFT. Therefore, it is desirable to use more reliable coupled-cluster (CC) methods, especially for calibration purposes. Until recently, CC methods were mostly used to compute 2PA cross sections in relatively small molecules. 2PA cross sections computed with a lowest-level CC method, CC2, have been reported for a large dye molecule, a molecular...
As of today, CC implementations of 2PA cross sections are still scarce, owing to the additional complexity (relative to energy calculations) inherent for properties’ calculations in quantum chemistry. The DALTON program\textsuperscript{39} pioneered calculations of 2PA cross sections for the CC hierarchy of methods (CCS, CC2, CCSD, CC3) formulated within quadratic response theory.\textsuperscript{34,35,40,41} This implementation enabled invaluable benchmark studies of the 2PA cross sections in small molecules.\textsuperscript{34} The CC2-based 2PA calculations using resolution-of-the-identity (RI) approximations have been implemented\textsuperscript{37} in Turbomole.\textsuperscript{42} Recently, 2PA cross sections were implemented for the algebraic diagrammatic construction (ADC) method\textsuperscript{43} within Q-Chem.\textsuperscript{44}

We report the implementation of 2PA cross sections for the EOM-EE-CCSD (equation-of-motion for excitation energies CC with single and double substitutions) wave functions in the Q-Chem electronic structure program.\textsuperscript{34,45}

Earlier formulations of 2PA cross sections for CC wave functions were based on the quadratic response theory.\textsuperscript{41,46–50} A somewhat more direct approach utilizes the Lagrangian formalism in which response functions can be derived as derivatives of time-averaged quasienergy.\textsuperscript{46–51} Here, we employ an alternative strategy for calculations of properties, the so-called expectation-value approach\textsuperscript{52,53} in which one begins with the expression of a property derived for exact states and then uses approximate wave functions to evaluate the respective matrix elements. This strategy is commonly used for properties calculations within EOM-CC,\textsuperscript{52,53} configuration interaction, and ADC approaches.\textsuperscript{43}

In addition to the canonical implementation, we also exploit the intrinsic linear dependencies of the electronic repulsion integrals using their RI and Cholesky decomposition (CD) representations, significantly reducing the storage and I/O requirements in electronic structure calculations.\textsuperscript{54–57} Our implementation of 2PA properties is based on the general implementation of the RI and CD representations of the four-index two-electron integrals within the framework of EOM-EE-CCSD that has been reported earlier.\textsuperscript{58} For energy calculations, RI and CD EOM-CCSD implementations allow for significant speedups (of 85% and more, in particular, in large basis sets and when combined with frozen natural orbitals\textsuperscript{69}) without compromising the accuracy.

As has been shown in earlier benchmark studies,\textsuperscript{34} larger basis sets are needed for accurate predictions of 2PA cross sections than for energy calculations. In particular, in small molecules the converged results were only obtained when using doubly augmented Dunning’s basis sets. While this might be an artifact of small molecules that have low-lying Rydberg states, it could be that even for large chromophores relatively large basis sets are needed for converged results. In light of this strong basis set dependence, RI/CD approximations become particularly attractive. As illustrated by our benchmarks, RI/CD approximations lead to small errors in 2PA cross sections relative to the canonical implementation (less than 4%), while significantly reducing storage and I/O requirements.

The structure of the paper is as follows. In Sec. II, we discuss the EOM-EE-CCSD method and how RI and CD representations of the two-electron integrals reduce I/O and storage bottlenecks. Then, we discuss the theory behind 2PA cross sections for exact states followed by the presentation of the expectation-value formulation for EOM-CCSD wave functions. Sections III–IV are dedicated to benchmarks and illustrative calculations of 2PA cross sections for chromophores of photoactive yellow protein (PYP) and green fluorescent protein (GFP); the results represent the highest-level calculations of 2PA cross sections for these chromophores. We also discuss the computational costs of the canonical, RI, and CD implementations.

II. THEORY

A. Equation-of-motion coupled-cluster method with single and double substitutions

The EOM-CC methods provide an efficient and robust computational approach for describing multiple electronic states including multi-configurational wave functions of electronically excited states.\textsuperscript{53,70–75} The EOM-CC methods are similar, or equivalent (in some aspects), to linear response CC.\textsuperscript{76–80} The EOM-CC wave function has the following form:

\begin{equation}
|\Psi\rangle = \tilde{R}e^{T}|\Phi_{0}\rangle, \tag{1}
\end{equation}

where the linear EOM operator \(\tilde{R}\) acts on the reference CC wave function, \(e^{T}|\Phi_{0}\rangle\). The operator \(T\) is an excitation operator satisfying the reference-state CC equations

\begin{equation}
\langle \Phi_{\mu}|\tilde{H}|\Phi_{0}\rangle = 0, \tag{2}
\end{equation}

where \(\Phi_{\mu}\) are the \(\mu\)-tuply excited (with respect to the reference determinant, \(\Phi_{0}\))\textsuperscript{81} determinants, \(\tilde{H} = e^{-T}\tilde{H}e^{T}\), and the reference CC energy is

\begin{equation}
\langle \Phi_{0}|\tilde{H}|\Phi_{0}\rangle = E_{CC}. \tag{3}
\end{equation}

The EOM amplitudes \(\tilde{R}\) and the corresponding energies are found by diagonalizing the similarity-transformed Hamiltonian, \(\tilde{H}\), in the space of target configurations defined by the choice of the operator \(\tilde{R}\) and the reference \(\Phi_{0}\) (see Ref. 73 for examples of different EOM models),

\begin{equation}
\tilde{H}R^{k} = E_{k}R^{k}. \tag{4}
\end{equation}
In EOM-CCSD, the CC and EOM operators are truncated as
\[ \hat{T} = \hat{T}_1 + \hat{T}_2 \quad \text{and} \quad \hat{R} = \hat{R}_0 + \hat{R}_1 + \hat{R}_2, \tag{5} \]
where only the single and double excitation operators (1h1p and 2h2p) are retained in \( \hat{T} \) and \( \hat{R} \) (in the case of EOM-EE),
\[
\hat{T}_1 = \sum_{ia} t^a_{i} a^\dagger_i; \quad \hat{T}_2 = \frac{1}{4} \sum_{ijab} t^a_{ij} a^b_j a^b_i,
\]
\[
\hat{R}_1 = \sum_{ia} r^a_{i} a^\dagger_i; \quad \hat{R}_2 = \frac{1}{4} \sum_{ijab} r^a_{ij} a^b_j a^b_i.
\tag{6} \]

Since \( \hat{H} \) is a non-Hermitian operator, its left and right eigenstates, \( L^k \) and \( R^k \), are not identical
\[
\hat{H} R^k = E_k R^k, \tag{8} \]
\[
L^k \hat{H} = L^k E_k, \tag{9} \]
\[
\langle \Phi_0 | L^m | \Phi_0 \rangle = \delta_{mn}, \tag{10} \]
where \( L = L_1 + L_2 = \sum_{ia} t^a_{i} a^\dagger_i + \frac{1}{4} \sum_{ijab} r^a_{ij} a^b_j a^b_i \).

The expansion coefficients, \( t^a_{i} \), \( t^b_{ij} \), \( r^a_{ij} \), and \( r^b_{ij} \), are found by diagonalizing \( \hat{H} \). For energy calculations, only right eigenstates are needed; however for properties, both left and right eigenstates need to be computed.

In the basis of the reference, singly and doubly excited determinants, \( \hat{H} \) assumes the following form:
\[
\hat{H} = \begin{pmatrix} E_{CC} & \hat{H}_{0S} & \hat{H}_{0D} \\ 0 & \hat{H}_{SS} & \hat{H}_{SD} \\ 0 & \hat{H}_{DS} & \hat{H}_{DD} \end{pmatrix}, \tag{11} \]
by virtue of CCSD Eqs. (2) and (3). Substituting Eq. (3) from Eqs. (8) and (9), we obtain
\[
(H - E_{CC}) R^k = \Omega_k R^k, \tag{12} \]
\[
L^k (H - E_{CC}) = L^k (E_k - E_{CC}) = L^k \Omega_k, \tag{13} \]
\[
\Omega_k = E_k - E_{CC}. \tag{14} \]

Therefore, in the matrix form, we have
\[
\begin{pmatrix} \hat{H}_{SS} - E_{CC} & \hat{H}_{SD} \\ \hat{H}_{DS} & \hat{H}_{DD} - E_{CC} \end{pmatrix} \begin{pmatrix} R^k_S \\ R^k_D \end{pmatrix} = \Omega_k \begin{pmatrix} R^k_S \\ R^k_D \end{pmatrix}, \tag{15} \]
\[
\begin{pmatrix} L^k_S & L^k_D \end{pmatrix} \begin{pmatrix} \hat{H}_{SS} - E_{CC} & \hat{H}_{SD} \\ \hat{H}_{DS} & \hat{H}_{DD} - E_{CC} \end{pmatrix} = \begin{pmatrix} L^k_S & L^k_D \end{pmatrix} \Omega_k. \tag{16} \]

Equations (12) and (13) are solved iteratively by a modified Davidson procedure. This involves calculation of the so-called \( \sigma \)- and \( \bar{\sigma} \)-vectors, which are defined as
\[
\begin{pmatrix} (\hat{H}_{SS} - E_{CC}) R^k_S + \hat{H}_{SD} R^k_D \\ \hat{H}_{DS} R^k_S + (\hat{H}_{DD} - E_{CC}) R^k_D \end{pmatrix} = \begin{pmatrix} \sigma^k_S \\ \sigma^k_D \end{pmatrix}, \tag{17} \]
\[
\begin{pmatrix} L^k_S (\hat{H}_{SS} - E_{CC}) + L^k_D \hat{H}_{DS} \\ L^k_S \hat{H}_{SD} + L^k_D (\hat{H}_{DD} - E_{CC}) \end{pmatrix} = \begin{pmatrix} \bar{\sigma}_S \\ \bar{\sigma}_D \end{pmatrix}. \tag{18} \]

The programmable expressions for the \( \sigma \)- and \( \bar{\sigma} \)-vectors are given in Ref. 82.

### B. Resolution-of-the-identity and the Cholesky decompositions

In the RI and CD methods, the four-index electron repulsion integrals are replaced by linear combinations of three-index integrals.\textsuperscript{54-62,67,83,84} To achieve this, the RI method uses auxiliary bases that are optimized for each primary basis set (and are usually 2-4 times larger than the number of primary basis functions). The CD representation relies on the intrinsic linear dependencies of these four-index electron repulsion integrals. In CD, the three-index integrals are controlled by a single decomposition threshold, \( \delta \), which allows one to use any basis set and also to control accuracy. The general implementation of the EOM-CCSD methods using RI and CD representations of the four-index two-electron integrals has been reported earlier.\textsuperscript{68} Our programmable expressions for the 2PA cross sections are formulated using the \( \tilde{\sigma} \)- and \( \tilde{\bar{\sigma}} \)-vectors (see Appendices A and B); thus, we were able to reuse their RI/CD implementation.\textsuperscript{68}

### C. Cross sections for two-photon absorption for the exact states

The interaction of molecules with light is described by time-dependent perturbation theory.\textsuperscript{85} The unperturbed system is described by the zero-order Hamiltonian, \( \hat{H}^{(0)} \), for which the solutions of the Schrödinger equation, the energies \( E_k \) and the states \( |k\rangle \), are known. The task is then to find the solutions of the perturbed system
\[
\frac{\partial \Psi}{\partial t} = \hat{H} \Psi, \tag{19} \]
and to express them in terms of the eigenstates of \( \hat{H}^{(0)} \),
\[
\Psi = \sum_{n} a_n(t)|n\rangle e^{-iE_n t}, \tag{20} \]
\[
a_n(t) = a_n^{(0)} + a_n^{(1)} + a_n^{(2)} + \cdots. \tag{22} \]

The Schrödinger equation, Eq. (19), should be satisfied at each order of perturbation. The application of this strategy yields expressions for time-dependent expansion coefficients \( a_n \) of \( \Psi \) in the basis of zero-order states
\[
\frac{\partial a_n^{(0)}}{\partial t} = 0, \tag{23} \]
\[
\frac{\partial a_n^{(s+1)}}{\partial t} = \frac{1}{i} \sum_{n} a_n^{(s)}(k)|V(t)|n\rangle e^{i\Omega_{kn} t}, \tag{24} \]
where \( \Omega_{kn} = E_k - E_n \). If initially the system is in state \( |0\rangle \), then \( a^{(0)}_k = \delta_{k0} \).

In the context of this paper, the perturbation \( \hat{V}(t) \) arises from the interaction of the molecular dipole with the external periodic electric fields of the two photons with frequencies \( \omega_b \) and \( \omega_c \).
\[
\hat{V}(t) = \hat{\mu} \cdot \hat{E}_b e^{-i\omega_b t} + \hat{\mu} \cdot \hat{E}_c e^{-i\omega_c t}, \tag{25} \]
\[
= \sum_{\alpha} \rho_{\alpha}^b E_{\alpha}^b e^{-i\omega_b t} + \sum_{\alpha} \rho_{\alpha}^c E_{\alpha}^c e^{-i\omega_c t}. \tag{25} \]
The $\mu_{ab,c}^{b,c}$ are the Cartesian components of the electric dipole moment operator. The components of the constant electric field vector, $E_0$, are omitted in the subsequent equations. The $b$-component of the first order coefficient and the $bc$-component of the second order coefficient are then given by

$$
a^{(1)}_{k,b} = -\langle k|\hat{\mu}_b|0 \rangle \left(\frac{e^{i(\Omega_{k0}-\omega_b)t}}{\Omega_{k0} - \omega_b}\right), \tag{26}
$$

$$
a^{(2)}_{k,bc} = -\sum_n \mathcal{P}_{bc}(k|\hat{\mu}_b^n|n)(n|\hat{\mu}_b|0) \times \left(\frac{e^{i(\Omega_{k0}-\omega_b-\omega_c)t}}{\Omega_{k0} - \omega_b + \omega_c - \Omega_{k0}}\right), \tag{27}
$$

where $\mathcal{P}_{bc}$ symmetrizes indices $b$ and $c$. As one can see, the coefficients have poles when the perturbing frequency matches the energy spacing ($\Omega_{k0} = \omega_b + \omega_c$) between the zero-order states giving rise to well-known resonance conditions for absorption. From these equations, the cross sections for absorption (that are related to the probability of transitions) can be readily determined giving rise to a familiar sum-over-states expression for the two-photon transition moments

$$
M_{bc}^{k=0} = -\sum_n \langle k|\hat{\mu}_b^n|n\rangle \langle n|\hat{\mu}_b|0 \rangle \Omega_{n0} - \omega_b + \langle n|\hat{\mu}_b^n|n\rangle \langle n|\hat{\mu}_b|0 \rangle \Omega_{n0} - \omega_c, 
$$

$$
M_{bc}^{n-k} = -\sum_n \langle 0|\hat{\mu}_b^n|n\rangle \langle n|\hat{\mu}_b^n|k \rangle \Omega_{n0} - \omega_b + \langle 0|\hat{\mu}_b^n|n\rangle \langle n|\hat{\mu}_b^n|k \rangle \Omega_{n0} - \omega_c. 
$$

For the exact states, $M_{k=0} = M_{n-k}^{0}$; however, for approximate wave functions, the two moments may differ, particularly, for CC methods due to their non-hermitian nature.

Finally, the 2PA cross section, $\delta^{TPA}$, is determined using the components of the transition strength matrix, $S_{ab,cd}$, according to the following equation:\nThe constants $F$, $G$, and $H$ depend on the polarization of the incident light. $F = G = H = 2$ for parallel linearly polarized light and $F = -1, G = 4, H = 1$ for perpendicular linearly polarized light, while $F = -1, G = H = 3$ for circularly polarized light. All 2PA cross sections reported in this paper are for parallel linearly polarized light.

The microscopic 2PA cross section, $\sigma^{2PA}$, is related to the macroscopic 2PA cross section, $\sigma^{2PA}$, according to the equation

$$
\sigma^{2PA} = \frac{4\pi^2 \alpha g_0^2 \omega_0^2}{c\Gamma} \delta^{2PA}, \tag{32}
$$

where $\alpha$ is the fine structure constant, $\Gamma$ is the lifetime broadening which is set to 0.1 eV in all our calculations (as in the most previous studies), $c$ is the speed of light, $g_0$ is the product of the frequencies of the two photons, i.e., for the resonant degenerate case, $\text{Fig. 1(a)}$, $\omega^2 = \frac{E_0^2}{4}$, $\sigma^{2PA}$ are usually reported in units of GM (Göeppert-Mayer); 1 GM is $10^{-10}$ cm$^2$/s.

**D. 2PA transition moments for EOM-EE-CCSD states**

There are two alternative strategies for formulating calculations of properties and transition probabilities for approximate states. In the so-called response theory formulation, one applies time-dependent perturbation theory to an approximate state (e.g., CCSD wave function); in this approach, the transition moments are defined as residues of the respective response functions. In the expectation-value approach, one begins with the expressions derived for exact states and uses approximate wave functions to evaluate the respective matrix elements. Obviously, the two approaches give the same answer for the exact states (in the full CI case); however, the resulting expressions for approximate states are different. For example, one can compute transition dipole moment for EOM-EE by using expectation value approach; in this case, an unrelaxed one-particle transition density matrix will be used. Alternatively, full response derivation gives rise to the expressions that include amplitude (and, optionally, orbital) relaxation terms (this is how the properties are computed within linear-response formulation of CC theory). Numerically, the two approaches are rather similar, although it should be noted that the expectation-value formulation of properties is not size-intensive (the differences are small in practice).

Here, we employ the expectation-value approach. As the numerical examples below illustrate, the discrepancies between the response theory and the expectation-value formulations are rather small, relative to the errors due to other approximations.

Thus, our starting point is sum-over-state expressions, Eqs. (28) and (29). Of course, sum-over-state expression is impractical for actual calculations, as it entails calculation of all excited states of the system. However, this expression can be easily reformulated using techniques similar to analytic gradient calculations; this will be done in the presentation that follows. A similar strategy was recently used to derive equations for 2PA cross sections within the ADC approach.

Using EOM-CC states, $M_{ab}^{0-f}$ assumes the following form:

$$
M_{ab}^{0-f} = -\sum_n \left(\frac{\langle \Psi_0|\hat{\mu}_b^n|\Psi_0 \rangle \langle \Psi_0|\hat{\mu}_b|\Psi_0 \rangle}{\Omega_{n0} - \omega_f} + \frac{\langle \Psi_0|\hat{\mu}_b^n|\Psi_0 \rangle \langle \Psi_0|\hat{\mu}_b|\Psi_0 \rangle}{\Omega_{n0} - \omega_b}\right)
$$

$$
\delta^{2PA} = \frac{4\pi^2 \alpha g_0^2 \omega_0^2}{c\Gamma} \delta^{2PA},
$$

Inserting the identity operator $\hat{1} = \sum \langle \Phi_i | \Phi_i \rangle | \Phi_i \rangle$ that spans all Slater determinants, we obtain
where only the reference \((\Phi_0)\), singly \((\Phi_{ij}^a)\), and doubly \((\Phi_{ij}^{ab})\) excited determinants survive in EOM-CCSD.

Using the resolvent expression (and exploiting the biorthogonality of left and right EOM states), one can write down

\[
\sum_n \frac{\langle \Phi_I | R^n | \Phi_0 \rangle \langle \Phi_0 | L^n | \Phi_I \rangle}{\Omega_{n0} - \omega} = \langle \Phi_I | (\hat{H} - E_{CC} - \omega)^{-1} | \Phi_J \rangle.
\]

Consequently, Eq. (34) becomes

\[
M_{ab}^{0-f} = \sum_{IJ} \langle \Psi_0 | \tilde{\mu}_{a} | (\hat{T}_1 + \hat{T}_2) | \Phi_I \rangle \times \langle \Phi_I | (\hat{H} - E_{CC} - \omega_{a})^{-1} | \Phi_J \rangle \langle \Phi_J | e^{-(\hat{T}_1 + \hat{T}_2)} | \tilde{\mu}_{b} | \Psi_f \rangle + \langle \Psi_0 | \tilde{\mu}_{b} | (\hat{T}_1 + \hat{T}_2) | \Phi_I \rangle \langle \Phi_I | (\hat{H} - E_{CC} - \omega_{b})^{-1} | \Phi_J \rangle \langle \Phi_J | e^{-(\hat{T}_1 + \hat{T}_2)} | \tilde{\mu}_{a} | \Psi_f \rangle
\]

\[
= - \sum_{IJ} \left[ \tilde{D}^{a \dagger}_{I} (\hat{H} - E_{CC} - \omega_{a})_{IJ} D^{b}_{I} \right] + \left[ \tilde{D}^{b \dagger}_{I} (\hat{H} - E_{CC} - \omega_{b})_{IJ} D^{a}_{I} \right].
\]

Of course, inverting the Hamiltonian is just as impractical as calculating sum-over-states. However, it can be avoided following the strategy similar to gradient calculations by introducing auxiliary response vectors, \(\tilde{x}^a(\omega)\), defined as

\[
\tilde{x}^a(\hat{H} - E_{CC} - \omega) = \tilde{D}^a
\]

leading to the following expression for transition moments:

\[
M_{ab}^{0-f} = - \sum_I \left[ \tilde{x}^a(\omega_{a})_{I} \left[ \tilde{D}^{b \dagger}_{I} + [\tilde{x}^b(\omega_{b})_{I}] \right] \right].
\]

We note that the left-hand side of the above equation is almost identical (except for \(\omega\)) to the equation for the left EOM amplitudes,\(^{68,82}\) thus, the \(\sigma\)-vector code for the left EOM eigenvectors can be reused, which greatly simplifies the implementation and validation of both canonical and RI/CD equations. Programmable expressions for the iterative solution of \(\tilde{x}^a\) amplitudes are given in the Appendix.

Equivalently, one can solve the response equations using the \(D^b\) amplitudes instead of \(D^a\) vectors as follows:

\[
M_{ab}^{0-f} = - \sum_I \left[ \tilde{x}^b(\omega_{b})_{I} \left[ \tilde{D}^{a \dagger}_{I} + [\tilde{x}^a(\omega_{a})_{I}] \right] \right].
\]

where vector \(x^a(\omega)\) is defined by the following equation:

\[
(\hat{H} - E_{CC} - \omega) x^a = D^a.
\]

In this case, the left-hand side of the above equation is similar (except for \(\omega\)) to the equation for the right EOM amplitudes\(^{68,82}\) and the \(\sigma\)-vector code for the right EOM eigenvectors can be reused. Programmable expressions for the iterative solution of \(X^a\) amplitudes are given in Subsection 2 of the Appendix. The two schemes, one using left response equations (\(\tilde{\sigma}\)-vectors) and another using right response equations (\(\sigma\)-vectors), are formally and numerically identical.

The \(\tilde{D}^a\)-vector is defined as follows:

\[
\tilde{D}^a_I = \langle \Psi_0 | \tilde{\mu}_{a} | (\hat{T}_1 + \hat{T}_2) | \Phi_I \rangle = \langle \Phi_0 | (L_0 + L_1 + L_2) e^{-(\hat{T}_1 + \hat{T}_2)} \tilde{\mu}_{a} e^{(\hat{T}_1 + \hat{T}_2)} | \Phi_I \rangle,
\]

where \(\chi\) is \(x\), \(y\), or \(z\) and \(I\) denotes the excitation level (\(O\), \(S\), or \(D\)).

Note that \(L_0 = 1\) for the CCSD ground state (and \(L_1\) and \(L_2\) are commonly denoted as \(L_1\) and \(L_2\); they are found by solving CCSD response equations) and \(L_0 = 0\) for the EOM-CCSD states. Similarly, the \(D^b\)-vector is

\[
D^b_I = \langle \Phi_I e^{-(\hat{T}_1 + \hat{T}_2)} | \tilde{\mu}_{b} | \Psi_f \rangle = \langle \Phi_I e^{-(\hat{T}_1 + \hat{T}_2)} | \tilde{\chi}^a(\hat{R}_0 + \hat{R}_1 + \hat{R}_2) e^{(\hat{T}_1 + \hat{T}_2)} | \Phi_I \rangle.
\]

Appendices A 3 and A 4 provide the programmable expressions for these \(\tilde{D}^a\) and \(D^b\) intermediates, respectively.

Following the same strategy, we eliminate the sum-over-states in the right transition amplitudes, Eq. (28), arriving at

\[
M_{ab}^{f-0} = - \sum_I \left[ \tilde{D}^{a \dagger}_{I} (\hat{H} - E_{CC} - \omega_{a})_{IJ} D^{b}_{I} \right] + \left[ \tilde{D}^{b \dagger}_{I} (\hat{H} - E_{CC} - \omega_{b})_{IJ} D^{a}_{I} \right] = - \sum_I \left[ (\tilde{x}^a(\omega_{a}))_{I} [D^a]_{IJ} + (\tilde{x}^b(\omega_{b}))_{I} [D^b]_{IJ} \right]
\]

by solving the left response equations or at

\[
M_{ab}^{f-0} = - \sum_I \left[ (\tilde{D}^a_{I})_{I} (\tilde{x}^a(\omega_{a}))_{I} + [\tilde{D}^b_{I}]_{I} (\tilde{x}^b(\omega_{b}))_{I} \right]
\]

by solving the right response equations. The right and the left transition amplitudes can then be combined together to obtain the transition strengths and the 2PA cross sections using Eqs. (31) and (30).

### E. Implementation

The programmable expressions for 2PA cross sections using EOM-EE-CCSD states were implemented in a development version of Q-Chem,\(^{44,45}\) using our recently developed libtensor library.\(^{89}\) The code for EOM-\(\sigma\)-vectors was reused in the response equations; this greatly simplified the implementation and validation of the canonical and the RI/CD versions.\(^{58,82}\) Similarly to EOM-CCSD energy calculations, the RI/CD implementation of 2PA cross sections avoids the creation and storage of bulky two-electron integrals and intermediates that significantly reduces storage requirements and IO penalties leading to better parallel performance. The specific gains depend, of course, on the architecture, e.g., the gains will
be smaller for fast solid state drives than for raided SAS or SATA HDDs.

The canonical implementation was validated against calculations of 2PA transition moments using the sum-over-states expressions, Eqs. (29) and (28), for 1A\textsubscript{1} and 2A\textsubscript{1} states of HeH\textsuperscript{+} and 1A\textsubscript{1} excited state of H\textsubscript{2}O with the STO-3G basis set. The details of these calculations as well as raw data are given in the supplementary material.\textsuperscript{90} The differences between analytical transition moments and the sum-over-states values did not exceed 0.3%. For a two-electron system, the expectation-value and linear response calculations should yield the identical results. Indeed, for HeH\textsuperscript{+}, the EOM-EE transition strength computed by Q-Chem and linear response value computed by Dalton agree up to 4 decimal points (the difference is 7.6 × 10\textsuperscript{-5}\%). The numeric agreement (up to sixth decimal point) between the cross sections computed with two different schemes, either using left or right response equations (with \(\tilde{\sigma}\)- or \(\sigma\)-vectors, respectively), provides additional validation of our implementation (see Table S11 of the supplementary material).\textsuperscript{90}

The validation of RI/CD implementation is straightforward—identical results should be obtained from the full RI/CD implementation and a canonical implementation that uses the two-electron integrals reconstructed from the respective decomposed forms.

Our implementation allows for two different types of calculations. The default case is the absorption of two degenerate photons each with an energy equal to half the energy difference between the initial and final states, see Fig. 1(a). The second case is the absorption of two non-degenerate photons that satisfy the resonance condition for the excited state. The user can also provide a range of frequencies for the first photon (the frequency of the second is then computed based on the energy gap between the initial and final states) and scan the 2PA cross sections across this spectrum. Our implementation also allows one to compute cross sections for transitions between excited states (EOM-EOM 2PA); see supplementary material for further details.\textsuperscript{90}

The present implementation cannot reliably handle resonance-enhanced 2PA calculations due to singularities in the response equations, Eqs. (37) and (40), that cause convergence problems. Damped response theory has been in the response equations, Eqs. (37) and (40), that cause convergence problems. Damped response theory has been investigated whether the requirements to basis sets can be relaxed by removing higher angular momentum functions from the augmenting sets. For selected examples, we also investigated computational costs of 2PA calculations as well as computational savings due to using RI/CD.

The geometries and basis sets\textsuperscript{91–95} were the same as in Ref. 34 (also provided in the supplementary material). Pure angular momentum was used in Dunning’s basis sets. All electrons were active in these calculations, to enable direct comparison with Ref. 34.

In the RI calculations with cc-pVXZ, aug-cc-pVXZ, and d-aug-cc-pVXZ (X = D,T,Q), the standard MP2-optimized auxiliary basis sets were employed.\textsuperscript{57,96} The CD calculations employed two thresholds: 10\textsuperscript{-4} (which was shown to yield negligible errors in excitation energies)\textsuperscript{68} as well as more aggressive 10\textsuperscript{-2}. Note that in our implementation, the CD is invoked only in post-Hartree-Fock calculations; the SCF equations are solved using full two-electron integrals.

In the calculations investigating basis set effects, we performed EOM-EE-CCSD calculations for these three molecules with singly and doubly augmented Dunning bases modified by sequential removal of the g, f, d, and p functions from the augmenting sets.

Finally, to illustrate the capabilities of the new method, we performed calculations for several larger systems, such as model chromophores of GFP and PYP. In these calculations, we employed CD-EOM-EE-CCSD with a threshold of 10\textsuperscript{-3} that affords significant computational savings; core electrons were frozen. Dunning’s d-aug-cc-pVDZ basis set with the d-functions removed from the second augmenting set was used in these calculations. The geometries for model PYP and GFP chromophores were optimized by RI-MP2 with the aug-cc-pVDZ and aug-cc-pVTZ bases, respectively. We considered only the neutral forms of these chromophores. The chromophores have \(C\textsubscript{\infty}\) symmetry. We computed 2PA cross sections for the lowest two \(A\textsuperscript{\prime}\) and \(A\textsuperscript{\prime\prime}\) excited states for each chromophore.

IV. RESULTS AND DISCUSSION

A. 2PA cross sections for EOM-EE-CCSD

The results of benchmark calculations for water, formaldehyde, and diacetylene are presented in Figs. 2 and 3; the respective raw data are given in the supplementary material (Tables S3-S5).\textsuperscript{90}

For water (5 excited states), the mean average deviation (MAD, in %) of EOM-EE-CCSD versus quadratic response CCSD computed in all bases is about 2%; and the standard deviation is \(\sim 1.2\%\) (Fig. 2). Thus, expectation-value formulation of 2PA cross sections for CCSD yields the results that are very close to those obtained within response theory. MAD against CC3 response is about 2%-3% with large standard deviations of about 7%-8%. The analysis of the raw data (see Table S3\textsuperscript{90}) reveals that the primary contribution to this discrepancy comes from the 1A\textsubscript{1} state (and only in doubly augmented basis sets). It is not clear why triple excitations appear to be important for this particular state (which has a clear singly excited character). It would be interesting to
compare CC3 with explicit triples (CCSDT) calculations. If we exclude the results for this outlier state (in doubly augmented bases), the MAD is reduced to about 0.3% with standard deviation of less than 3% (Fig. 3).

Similarly, for the 1A₂ state of formaldehyde, the MAD of EOM-EE-CCSD versus quadratic response CCSD is about 2% across all bases. However, MAD against CC3 response is much larger (with standard deviations more than 50%). The analysis of the data reveals that the unaugmented bases, cc-pVXZ, predict relatively small cross sections and small deviation in the absolute cross sections relative to the CC3 response theory contributes a large percent deviation to the MAD and the standard deviation. If the results of these small bases (that were shown to lead to large errors in 2PA cross sections) are excluded from the analysis, the MAD and standard deviations of EOM-EE-CCSD versus CC3 are reduced to 5%-9%.

The results for the 1Π_g of diacetylene follow similar trends. MADs of EOM-EE-CCSD versus quadratic response CCSD and CC3 are about 3% and -5%, respectively, with standard deviations of about 3% and 7%, respectively. Excluding the artifacts due to use of unaugmented basis, cc-pVXZ, the MADs of EOM-EE-CCSD versus quadratic response CCSD and CC3 are about 2% and -9%, respectively, with standard deviations of about 1% and 2%, respectively (Figs. 2 and 3).

Fig. 4 shows how 2PA cross sections with RI-EOM-EE-CCSD and CD-EOM-EE-CCSD compare against the canonical EOM-EE-CCSD results across all the excited states of the three molecules studied here (the raw data are given in the supplementary material, Tables S3-S5). The RI and CD approximations (with threshold of 10⁻⁴) introduce negligible errors. This is very encouraging, in view of the need for large highly augmented basis set for obtaining converged results. Thus, RI/CD efficiently removes linear dependencies while preserving important features of the extended bases. This allows one to obtain reliable 2PA cross sections for a reduced cost. We note that even when using a very aggressive threshold of 10⁻², the maximum MAD is less than 1.5% with a standard deviation of less than 2.5%.

The results for water, formaldehyde, and diacetylene with the modified bases are shown in Figs. 5–7 (the raw data are given in the supplementary material, Tables S6-S8). As one...
can see for water example, the removal of the \(d, f,\) and \(g\) functions from the last augmenting set for the singly and doubly augmented Dunning bases does not introduce significant errors, but the subsequent removal of the \(p\) functions introduces large errors.

The results for formaldehyde are similar—the removal of \(d, f,\) and \(g\) functions from the second augmenting set in d-aug-cc-pVXZ introduces negligible errors, with an exception of the d-aug-cc-pVDZ basis where the \(d\)-functions are important. This is primarily due to the fact that the 2PA cross sections are not converged with the d-aug-cc-pVDZ basis, which has been emphasized in Ref. 34. We note that the removal of \(d, f,\) and \(g\) functions from the augmenting set in the singly augmented Dunning basis sets in formaldehyde introduces non-negligible errors which again emphasizes the importance of at least one full augmenting set. The subsequent removal of the \(p\)-functions from the doubly augmented basis sets, however, introduces negligible errors, which again supports the fact that in this case the 2PA cross sections are sufficiently converged with the singly augmented basis sets (except the d-aug-cc-pVDZ basis set).

Similarly, for the \(1\Pi_g\) state of diacetylene, the removal of \(p, d, f,\) and \(g\) functions from the second augmenting set for the doubly augmented Dunning basis sets introduces negligible errors; but the \(p\) functions are important in singly augmented Dunning bases.

In sum, one can safely use these modified bases (d-aug-cc-pVXZ-dfg) for 2PA calculations. Removing \(p\)-functions is not recommended. Moreover, CD-EOM-ECCSD calculation with a loose Cholesky threshold of \(10^{-2}\) can be employed leading to significant computational savings while introducing relatively small errors (<4% relative to canonical EOM-ECCSD). Thus, in calculations of 2PA cross sections in large chromophores, we employ CD-EOM-ECCSD (threshold of \(10^{-2}\)) with the modified d-aug-cc-pVDZ basis set from which the \(d\)-functions were removed from the second augmenting set.

Finally, to assess numerical consequences of the lack of size-extensivity in EOM properties formulated using expectation-value approach, we performed the following calculations using two model systems. Our first system was diacetylene to which 1, 2, and 3 He atoms were added at large distances. In this system, the lowest excited states are localized on diacetylene. We considered 10 lowest excited states (4 pairs of \(\Pi\) states and 2 \(\Sigma\) state). The computed excitation energies, transition dipole, and 2PA moments were unaffected by helium atoms (the differences were within numeric noise, 0.001%-0.002%). We then considered a more interesting example, two non-interacting chromophores, (LiH)\(_2\). In this case, the excited states of the dimer are linear combinations of the monomers’ states. The energies of these states are exactly the same as in the monomer (within 0.002%). We observe that the corresponding one and two-photon cross sections of the dimer differ by 0.4% and 5%, respectively. Thus, the lack of size extensivity in the expectation-value formulation of properties only manifests itself in a system of multiple chromophores with delocalized excited states (and not in a localized chromophore embedded in a system of an increasing size).

### B. 2PA cross sections of PYP and GFP chromophores

In this section, we illustrate the capabilities of the new code by computing 2PA cross sections for model chromophores of PYP and GFP. Our results represent the highest-level of theory 2PA calculations for these systems reported so far. Structures of the neutral chromophores of PYP and GFP are shown in Fig. 8; the respective Cartesian coordinates are given in the supplementary material. 2PA cross sections for the two lowest \(\Lambda'\) and \(\Lambda''\) excited states of the neutral PYP chromophore and the lowest \(\Lambda'\) and \(\Lambda''\) excited states of the neutral GFP chromophore are given in Tables I and II, respectively. As expected from the selection rules for the \(C_2\) point group, bright \(\Lambda'\) states in one-photon spectroscopy have large 2PA cross sections, while the \(\Lambda''\) states have small 2PA cross sections for both chromophores.

The comparison of the computed cross sections with experimental values is not straightforward. For PYP, absolute 2PA cross sections have not yet been reported. For GFP, the reported values range from a few GM to almost 200

---

**FIG. 6.** Performance of Dunning bases (aug-cc-pVXZ and d-aug-cc-pVXZ \((X = D, T, Q)\)) modified by removing the \(g, f, d,\) and \(p\) functions from the last augmenting set in calculations of the 2PA cross section of the 1\(\Pi_g\) excited state of \(\text{CH}_3\text{O}\).

**FIG. 7.** Performance of Dunning bases (aug-cc-pVXZ and d-aug-cc-pVXZ \((X = D, T, Q)\)) modified by removing the \(g, f, d,\) and \(p\) functions from the last augmenting set in calculations of the 2PA cross section of the 1\(\Pi_g\) excited state of \(\text{C}_2\text{H}_2\).
model chromophores of (a) PYP, (b) GFP (HBDI), and (c) GFP (HBI).

C. Computational performance

Here, we analyze computational costs of 2PA cross section calculations. In order to compute transition properties, one needs to compute both left and right EOM amplitudes; this roughly doubles the cost (relative to energy calculation that only requires right EOM amplitudes). 2PA cross sections also require solving auxiliary response equations, Eqs. (37) and (40), which are similar in complexity to \( \sigma \)-vector evaluations (6 for each target state).

Detailed timings for various steps in 2PA cross sections’ calculations are collected in the supplementary material (Tables S9 and S10) for the lowest \( \pi^* \) state of the PYP chromophore in the aug-cc-pVDZ basis. As expected, the two schemes, i.e., using left or right response equations, yield numerically identical (up to fifth decimal point) 2PA cross sections. Thus, the choice of using \( \bar{\sigma} \)- or \( \sigma \)-vectors in response calculations depends on the computational cost of these calculations. Both schemes scale as \( N^6 \); however, the number of rate-determining contractions is slightly different; also, \( \bar{\sigma} \) and \( \sigma \) equations use slightly different sets of intermediates (transformed integrals).

As one can see from the timings for right and left EOM vectors, in the canonical implementation the timings for left vectors are slightly faster. Consequently, the scheme using left response equations (\( \bar{\sigma} \)-intermediates) is faster (about 10%); thus, this scheme is recommended for canonical calculations of 2PA cross sections. Overall, the additional cost of 2PA cross sections is about 10 times of that of calculating EOM states and one-photon transition moments.

The picture, however, is different for the RI/CD implementation in which the most expensive 4-index intermediates are re-assembled at each iteration. Even though the canonical and RI/CD implementations have the same scaling, the number of \( N^6 \) contractions differs. For example, the canonical \( \sigma \)-vector calculation only involves three \( N^6 \) contractions, against seven \( N^6 \) contractions in RI/CD \( \sigma \)-vector calculation. The increased number of floating point operations offsets the gains due to reduced I/O. While for the right EOM amplitude calculations (dominated by \( \sigma \)-vector updates), there is an overall gain (1.6-1.8 speedup),

TABLE I. 2PA cross sections at \( \omega_1 = \omega_2 = \frac{E_{\pi^*}}{2} \) for the neutral chromophore of PYP calculated with CD-EOM-EE-CCSD (thresh = 10\(^{-3}\)) and a modified \( d \)-aug-cc-pVDZ basis from which the second-set augmenting \( d \)-functions were removed.

| Excited state | \( E_{\pi^*} \), eV | Oscil. str., a.u. | \( \delta^{2PA} \), a.u. |
|---------------|-----------------|----------------|=----------------=
| \( 1\pi^* \)   | 4.4842          | 0.218          | 1224.224       |
| \( 2\pi^* \)   | 4.7491          | 0.525          | 2631.175       |
| \( 1\sigma^* \)| 5.0711          | 0.000          | 0.057          |
| \( 2\sigma^* \)| 5.4509          | 0.000          | 3.365          |

TABLE II. 2PA cross sections at \( \omega_1 = \omega_2 = \frac{E_{\pi^*}}{2} \) for the neutral chromophore (HBI) of GFP calculated with CD-EOM-EE-CCSD (thresh = 10\(^{-3}\)) and a modified \( d \)-aug-cc-pVDZ basis from which the second-set augmenting \( d \)-functions were removed.

| Excited state | \( E_{\pi^*} \), eV | Oscil. str., a.u. | \( \delta^{2PA} \), a.u. |
|---------------|-----------------|----------------|=----------------=
| \( 1\pi^* \)   | 3.9667          | 0.772          | 977.762        |
| \( 1\sigma^* \)| 4.2913          | 0.001          | 0.013          |
the calculations of the left EOM amplitudes (dominated by \( \sigma \)-vector updates) are about a factor of 2 slower in the RI/CD implementation.

Consequently, the RI/CD 2PA calculations are slower than the canonical implementation when left response equations (\( \sigma \)-vectors) are used. However, using right response equations leads to a moderate gain (1.2–1.4 speedup) relative to the respective canonical calculation. Thus, this scheme is recommended for 2PA calculations using RI/CD. It should be pointed out that the main advantage of the RI/CD implementation is in reducing disk storage requirements. Also, due to increased parallel scaling, larger gains are expected for larger systems and with more processors. Of course, the I/O penalties can be reduced by using faster storage, such as, for example, solid state drives. Thus, the choice of optimal algorithm depends on the hardware configuration. In order to achieve further gains, additional steps should be taken. Among promising strategies\(^{59} \) is a tensor hyper-contraction approach.\(^{83,84} \)

V. CONCLUSIONS

We presented a formalism and a new computer implementation for calculating 2PA cross sections using EOM-CCSD wave functions. We exploit expectation-value approach in which properties are computed using the expressions derived for exact states and approximate wave functions. The comparison of canonical EOM-CCSD against an alternative formulation via response theory shows that the numeric differences between two approaches are about 0%—<3%.

As far as the comparison against higher-level CC methods is concerned, the differences between EOM-CCSD and CC3 are within 10% for most cases.

The cross sections require calculations of left EOM eigenstates (as in calculations of a gradient or one-photon transition moments) as well as solving auxiliary response equations that are similar to \( \sigma \)-vector evaluations (6 additional equations for each target state and each frequency need to be solved). Thus, the additional computational costs of 2PA cross sections’ calculation relative to regular transition dipole moments roughly equal 6–10 times that of calculating EOM states and one-photon transition moments.

In addition to the canonical implementation, we report an implementation using RI/CD representations of electron repulsion integrals. This allows for significant reductions of the disk storage requirements and I/O overheads which improves parallel performance. Importantly, the numerical errors due to RI/CD approximations are less than 4%, which is very encouraging in view of large basis set requirements for calculating 2PA cross sections. We illustrate the capabilities of the new code by calculations of 2PA cross sections for model chromophores of PYP and GFP.

ACKNOWLEDGMENTS

A.I.K. acknowledges support by the U.S. National Science Foundation (No. CHE-1264018).

APPENDIX: PROGRAMMABLE EXPRESSIONS

1. Iterative scheme for the \( \tilde{X}^\tau \) amplitudes

\[
[X^\tau]_0 = -\frac{[\tilde{D}^r]_0}{\omega}, \tag{A1}
\]

\[
[X^\tau]_{S}^{(n+1)} = \frac{[\tilde{D}^r]_S - [X^\tau]_0 \tilde{H}_{OS} - \tilde{\sigma}_1 + [X^\tau]_{S}^{(n)} \omega}{\tilde{H}^d_{SS} - \tilde{E}_{CC} - \omega} + [X^\tau]_{S}^{(n)}, \tag{A2}
\]

\[
[X^\tau]_{D}^{(n+1)} = \frac{[\tilde{D}^r]_{D} - [X^\tau]_0 \tilde{H}_{OD} - \tilde{\sigma}_2 + [X^\tau]_{D}^{(n)} \omega}{\tilde{H}^d_{DD} - \tilde{E}_{CC} - \omega} + [X^\tau]_{D}^{(n)}, \tag{A3}
\]

\[
H_{OS}^{ij} = \langle \Phi_0 | \hat{R} | \Phi_{ij}^{r} \rangle = f_{ia} + \sum_{jb} r_{ij}^{f}(ij) |ab\rangle, \tag{A4}
\]

\[
[H_{OD}]_{ij}^{ab} = \langle \Phi_0 | \hat{R} | \Phi_{ij}^{D} \rangle = (ij) |ab\rangle. \tag{A5}
\]

Expressions for \( \tilde{H}^d_{SS} \) and \( \tilde{H}^d_{DD} \) (diagonals of SS and DD blocks of \( \tilde{H} \)) are given in Ref. 82.

2. Iterative scheme for the \( \tilde{X}^\tau \) amplitudes

\[
[X^\tau]_0 = \frac{[\tilde{D}^r]_0 - \tilde{H}_{OS}[X^\tau]_0 - \tilde{H}_{OD}[X^\tau]_D}{-\omega}, \tag{A6}
\]

\[
[X^\tau]_{S}^{(n+1)} = \frac{[\tilde{D}^r]_S - \sigma_1 + \omega [X^\tau]_{S}^{(n)} \tilde{H}^d_{SS} - \tilde{E}_{CC} - \omega}{[X^\tau]_{S}^{(n)} + [X^\tau]_{S}^{(n)}}, \tag{A7}
\]

\[
[X^\tau]_{D}^{(n+1)} = \frac{[\tilde{D}^r]_{D} - \sigma_2 + \omega [X^\tau]_{D}^{(n)} \tilde{H}^d_{DD} - \tilde{E}_{CC} - \omega}{[X^\tau]_{D}^{(n)} + [X^\tau]_{D}^{(n)}}. \tag{A8}
\]

3. Expressions for \( \tilde{D}^\tau \) intermediates

\( I_0 = 1 \) for the reference CCSD wave function

\( I_0 = 0 \) for all EOM excited states

\( I_0 = 1 \) for the reference CCSD wave function

\( I_0 = \frac{1}{\Omega} \left( \sum_{ia} t_{ia}^{a} f_{ia} + \sum_{ja} t_{ja}^{b}(ij) |ab\rangle + \frac{1}{2} t^{ab}(ij) |ab\rangle \right) \)

for an EOM excited state with excitation energy \( \Omega \).

\[
[\tilde{D}^\tau]_0 = \langle \Phi_0 | \hat{L}_0 + \hat{L}_2 | e^{-i\hat{E}_2} e^{-i\hat{E}_1} | \Phi_0 \rangle \]

\[
= Tr[\mu_{\sigma 0}]_0 - \sum_{ij} \mu_{ij}^{e} + \frac{1}{2} \sum_{i j k l} \mu_{ij}^{e,ab} \mu_{kl}^{e,cd} + \frac{1}{2} \sum_{ij} \mu_{ij}^{e,ab} r_{ij}^{e} \]

\[
+ \frac{1}{2} \sum_{jkbc} L_{jkbc}^{e,ab} + \frac{1}{2} \sum_{jkbc} L_{jkbc}^{e,cd} + \frac{1}{2} \sum_{ijk} \mu_{ijk}^{e,ab} \]

\[
[\tilde{D}^\tau]_{S} = [\tilde{D}^\tau]_0 \]

\[
= \langle \Phi_0 | \hat{L}_0 + \hat{L}_2 | e^{-i\hat{E}_2} e^{-i\hat{E}_1} | \Phi_0 \rangle \]

\[
= - \sum_{j} \mu_{j}^{e} + Tr[\mu_{\sigma 0}] + \mu_{k}^{e,cd} \]

\[
\]
\[
-D = D_0 + D_S + D_D
\]

The terms involving the trace of \( \mu_{oo} \) contribute only when the dipole operator has totally symmetric irreducible representation, otherwise the trace is zero. The terms involving \( D_0 \) are only computed when \( D_0 \) is non-zero (e.g., for the transitions from the fully symmetric irrep).
