Quantum Chemical Benchmark Studies of the Electronic Properties of the Green Fluorescent Protein Chromophore. 1. Electronically Excited and Ionized States of the Anionic Chromophore in the Gas Phase
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Abstract: We present the results of quantum chemical calculations of the electronic properties of the anionic form of the green fluorescent protein chromophore in the gas phase. The vertical detachment energy of the chromophore is found to be 2.4 – 2.5 eV, which is below the strongly absorbing ππ* state at 2.6 eV. The vertical excitation of the lowest triplet state is around 1.9 eV, which is below the photodetachment continuum. Thus, the lowest bright singlet state is a resonance state embedded in the photodetachment continuum, whereas the lowest triplet state is a regular bound state. Based on our estimation of the vertical detachment energy, we attribute a minor feature in the action spectrum as due to the photodetachment transition. The benchmark results for the bright ππ* state demonstrated that the scaled opposite-spin method yields vertical excitation within 0.1 eV (20 nm) from the experimental maximum at 2.59 eV (479 nm). We also report estimations of the vertical excitation energy obtained with the equation-of-motion coupled cluster with the singles and doubles method, a multireference perturbation theory corrected approach MRMP2 as well as the time-dependent density functional theory with range-separated functionals. Expanding the basis set with diffuse functions lowers the ππ* vertical excitation energy by 0.1 eV at the same time revealing a continuum of “ionized” states, which embeds the bright ππ* transition.

1. Introduction

Unique electronic properties of the green fluorescent protein (GFP) whose natural function is to convert blue light to green light have motivated a number of experimental and theoretical studies and have been exploited in numerous practical applications.1−3 Due to their fundamental and practical importance, studies of the structure and properties of photoreceptor proteins and their denatured chromophores constitute an important field of modern research. Moreover, GFP can be considered as a model for other fluorogenic unsymmetric methine dyes4−9 and is of interest to organic photovoltaic materials. For example, the fluorescent protein motif has already inspired the creation of new organic photovoltaic sensitizers10 and other optoelectronic materials.11

From the theoretical perspective, characterization of the electronic structure of isolated chromophores is the first step toward understanding their photochemical and photobiological properties in realistic environments. Modeling isolated species involves calculating the molecular parameters of the chromophores in the gas phase and in solution using quantum
Figure 1. Chemical structure and atomic labels of the anionic form of the model GFP chromophore HBDI in the cis-conformation.

The large absorption band in the gas-phase spectrum of the HBDI anion has been assigned as the $\pi\pi^*$ transition, however, the nature of the minor feature at 2.3 eV has not been discussed.

A variety of electronic structure techniques ranging from simple semiempirical approximations to high-level ab initio methods have been applied to simulate the properties of the cis-anionic form of HBDI. Selected representative results are summarized in Table 1.

These studies have identified the absorbing state of the HBDI anion as the $S_1$ state derived from a HOMO–LUMO excitation of the $\pi\pi^*$ character. LUMO, however, is a valence $\pi^*$-like orbital only in relatively small basis sets; including diffuse functions increases the number of molecular orbitals between the HOMO and the lowest $\pi^*$-like orbital. Although the bright state retains its $\pi\pi^*$ character, it is not, strictly speaking, a HOMO–LUMO transition in a realistic basis set.

The first theoretical studies on the chromophore, dating back to the late 1990s, employed semiempirical methods based on the neglect-of-differential overlap approximation. They placed the $\pi\pi^*$ state at 2.77 eV or 0.18 eV above the experimental absorption maximum. Ab initio calculations using configuration interaction with single excitations (CIS) in a small basis set grossly underestimated the excitation energy. These and other results from Table 1 reveal that accurate calculations of the vertical excitation energy for the bright $\pi\pi^*$ transition are challenging for quantum chemistry.

Time-dependent density functional theory (TD-DFT), which can be applied to very large systems, gave rise to high expectations in the field of photochemistry. However, the notorious self-interaction error results in an unphysical description of charge-transfer (CT) states, which are common in large molecules. In addition to artificially low excitation energies of real CT states, spurious CT states appear, spoiling the description of other states. The number of these false states increases steeply with the system size. In the case of fluorescent protein chromophores, TD-DFT has been reported to perform quite modestly, as discussed in ref 23. In that study, which examined various functionals, the best agreement with the experiment was obtained for the BP86 functional. This value, 2.94 eV (421 nm), which is listed in Table 1, is still 0.35 eV (60 nm) away from the experiment. Overall, TD-DFT excitation energies range from 2.94 to 3.23 eV, the popular B3LYP functional yields 3.05 eV.

CASPT2, the complete active space self-consistent field (CASSCF) method with second-order perturbation theory (PT2) correction, has been applied to model photochemical properties of organic chromophores in various media. The CASPT2/6-31G(d) result from Table 1 agrees fairly well with the experimental value; however, the CAS distribution of 12 electrons over 11 orbitals is a truncation of the entire $\pi$-orbital active space, which requires the CASSCF(16/14) wave function for the GFP chromophore. Bravaya et al. performed calculations of the vertical $\pi\pi^*$ transition energies for various forms of HBDI using a very expensive and highly correlated approach, i.e., state-averaged CASSCF(16/14) wave functions constructed in the full $\pi$-orbital active space augmented by perturbative corrections:
multireference second-order Möller–Plesset perturbation theory (MRMP2) and an extended version of the multi-configurational quasidegenerate perturbation theory (aug-MCQDPT2) (using state-ground equilibrium geometries optimized using DFT with the PBE0 functional and the (aug)-cc-pVDZ basis set) on oxygen atoms and cc-pVDZ on all other atoms). The MRMP2 and aug-MCQDPT2 results are within 0.12 and only 0.05 eV from the experimental value, respectively (Table 1). These data suggest that one can compute the positions of absorption bands of biological chromophores with an accuracy of 10–20 nm (less than 0.1 eV) by applying perturbatively corrected CASSCF-based approaches. These techniques, however, are computationally demanding, and their execution requires advanced skills and extreme care, as the application of the method involves: (i) a careful selection of a large number of active space orbitals in fairly large basis sets; (ii) converging the state-averaged CASSCF solutions corresponding to the ππ* transition, especially in realistic basis sets; and (iii) a careful and often ambiguous treatment of perturbative corrections to the reference CASSCF solutions. Moreover, gradient calculations are only available for bare CASSCF wave functions. Thus, it is desirable to find a more robust approach of a comparable accuracy for wider applications in modeling the properties of biological chromophores.

Contrarily to the bright singlet ππ* state, little is known about the triplet states of the GFP chromophore. The fluorescence properties of GFP suggest that the intersystem crossing is not efficient, at least in the chromophore in the native protein environment. In the gas-phase photocycle, however, triplet states can play an important role. For example, possible population trapping in the triplet has been suggested as an explanation for observed millisecond-long lifetimes of the photoexcited ions in the ion storage ring experiments. Spin-forbidden relaxation channels have also been considered in the studies of GFP mutants.

In this work we discuss the character of the bright ππ* state of the HBDI anion and continue to benchmark different perturbation theory corrected multiconfigurational approaches. We also apply the equation-of-motion coupled-cluster method with single and double excitations (EOM-CCSD) as well as TD-DFT with the range-separated functionals, BNL and ωPB97X. We also characterize the lowest ππ* triplet and report the vertical electron detachment energy (VDE). Based on the calculated VDE, we assign the minor feature as due to the photodetachment transition. This has important implications on the character of the bright state: the ππ* transition is a resonance state embedded in the ionization continuum. The triplet state, however, lies below VDE. As a resonance state, the ππ* singlet has a finite lifetime and can undergo autoionization due to coupling to the ionization continuum. Contrary to that, the triplet may have a much longer lifetime. Thus, population trapping in the triplet state in the gas-phase photocycle seems to be required to explain millisecond kinetics of the fragments yield in the ion storage ring experiments. Moreover, the resonance nature of the ππ* state in the anionic GFP might be responsible for very different kinetics of the photofragment yield of the anionic and protonated GFP.

### 2. Computational Methods

The equilibrium geometries were optimized by DFT with the PBE0 variant of the Perdew–Burke–Ernzerhof (PBE) hybrid functional and by CASSCF(14/12). The cc-pVDZ basis set was used in both calculations. After observing noticeable differences in vertical excitation energies computed using these two geometries, we reoptimized the equilibrium structure using MP2 with cc-pVQZ, which yields very accurate structures for well-behaved closed-shell molecules. MP2 calculations employed the resolution-of-the-identity (RI) technique. The CASSCF and PBE0 structures are C1, whereas the RI-MP2 optimization produced a C1 minimum. The Cartesian coordinates of the optimized structures are given in the Supporting Materials.

Vertical excitation energies were computed by MRMP2, TD-DFT with the BNL and ωPB97X functionals, CIS, scaled opposite-spin CIS with perturbative doubles (SOS-CIS(D)), and EOM-CCSD for excitation energies (EOM-EE-CCSD). The VDE was computed at the CASSCF geometry as the difference between observed photoelectron spectra and by using the BNL HOMO energy (as described below). Spin-orbit coupling has been taken into account.

Table 1. Selected Theoretical Estimates of the S0–S1 Vertical Excitation Energy (ΔE) and the Corresponding Wavelengths for the Gas-Phase GFP Chromophore

<table>
<thead>
<tr>
<th>method to compute excitation energy</th>
<th>method to optimize ground-state geometry</th>
<th>ΔE (eV)</th>
<th>wavelength (nm)</th>
<th>ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>INDO-CI</td>
<td>PM3</td>
<td>2.77</td>
<td>448</td>
<td>ref 18*</td>
</tr>
<tr>
<td>CIS/6-31G(d)</td>
<td>RHF/6-31G(d)</td>
<td>4.37</td>
<td>284</td>
<td>ref 20</td>
</tr>
<tr>
<td>TD-DFT(BP86)/6-31++G(d,p)</td>
<td>B3LYP/6-31G(d)</td>
<td>2.94</td>
<td>421</td>
<td>ref 23*</td>
</tr>
<tr>
<td>CASPT2/6-31G(d)</td>
<td>CASSCF(12/11)/6-31G(d)</td>
<td>2.67</td>
<td>465</td>
<td>ref 22</td>
</tr>
<tr>
<td>SAC-CI/DZV</td>
<td>B3LYP/6-31G(d)</td>
<td>2.22</td>
<td>558</td>
<td>ref 21</td>
</tr>
<tr>
<td>MRMP2 based on SA-CASSCF (16/14)/(aug)-cc-pVDZ</td>
<td>PBE0/aug-cc-pVDZ</td>
<td>2.47</td>
<td>501</td>
<td>ref 24</td>
</tr>
<tr>
<td>aug-MCQDPT2 based on SA-CASSCF(16/14)/(aug)-cc-pVDZ</td>
<td>PBE0/aug-cc-pVDZ</td>
<td>2.54</td>
<td>489</td>
<td>ref 24</td>
</tr>
</tbody>
</table>

* A close value (444 nm) was obtained in the later semiempirical calculations of the NDDO type (ref 19). For an overview of previous TD-DFT calculations using different functionals and basis sets, see Table 1 of ref 23; only the value closest to the experimental excitation energy is presented here.
Each method is outlined below, and computational details are given in the Results Section. MRMP2 calculations were carried out with the PC GAMESS version\textsuperscript{64} of the GAMESS-S(US) quantum chemistry package.\textsuperscript{65} CIS, SOS-MP2, SOS-CIS(D), EOM-CCSD, and BNL calculations were performed with Q-Chem.\textsuperscript{66}

### 2.1. Multireference Møller–Plesset Perturbation Theory (MRMP2)

The MRMP2 model\textsuperscript{45} is a special single-state case of multiconfigurational quasidegenerate second-order perturbation theory (MCQDPT2)\textsuperscript{46} implemented in GAMESS-S(US)\textsuperscript{65} and PC GAMESS.\textsuperscript{64} The zeroth-order (reference) wave functions are state-averaged CASSCF wave functions ($\Psi_{\alpha}^{\text{CAS}}$) for the target state $\alpha$. The unperturbed Hamiltonian operator is a sum of one electron Fock-like operators in which the occupation numbers are replaced by the diagonal elements of the CASSCF density matrix. Beyond zeroth-order multiconfigurational functions, the complementary eigenfunctions of the complete active space configuration interaction Hamiltonian as well as the wave functions generated by one- and two-electron excitations from the reference functions (S-space), are considered via the perturbation theory. The second-order corrections to the energy are given by

\[
E^{(2)}_{\alpha} = \sum_j \frac{\langle \Psi_{\alpha}^{\text{CAS}} | V | \Phi_j \rangle \langle \Phi_j | V | \Psi_{\alpha}^{\text{CAS}} \rangle}{E^0_{\alpha} - E^{(0)}_{\alpha}}
\]

where functions $\Phi_j$ belong to the S-space of uncontracted determinants. In a similar approach, CASPT2,\textsuperscript{34} the S-space wave functions are state-averaged CASSCF wave functions ($\Psi_{\alpha}^{\text{CAS}}$) for the target state $\alpha$. The unperturbed Hamiltonian operator is a sum of one electron Fock-like operators in which the occupation numbers are replaced by the diagonal elements of the CASSCF density matrix. Beyond zeroth-order multiconfigurational functions, the complementary eigenfunctions of the complete active space configuration interaction Hamiltonian as well as the wave functions generated by one- and two-electron excitations from the reference functions (S-space), are considered via the perturbation theory. The second-order corrections to the energy are given by

\[
E^{(2)}_{\alpha} = \sum_j \frac{\langle \Psi_{\alpha}^{\text{CAS}} | V | \Phi_j \rangle \langle \Phi_j | V | \Psi_{\alpha}^{\text{CAS}} \rangle}{E^0_{\alpha} - E^{(0)}_{\alpha}}
\]

In the same manner as SOS-MP2 is introduced for correcting the ground-state energy, SOS-CIS(D) is designed for excitation energies.\textsuperscript{74} The computational scaling of SOS-CIS(D) is only $O(N^4)$, which is a significant improvement over the $O(N^5)$ scaling of CIS(D). The accuracy of SOS-CIS(D) is very similar to that of CIS(D) for valence states, whereas the performance for the Rydberg states is improved. Based on a set of over 40 various excited states in over 20 organic molecules, the mean signed error in the SOS-CIS(D) vertical excitation energy is 0.02 eV for valence states and −0.08 eV for Rydberg transitions. Limitations of SOS-MP2 and SOS-CIS(D) are the same as MP2 and CIS(D), respectively. For example, these methods fail when the ground-state wave function acquires a significant multiconfigurational character, as at a cis-trans isomerization transition state, and for excited states with doubly excited character. Open-shell (e.g., doublet) states can also cause difficulties due to spin contamination.

### 2.2. Scaled Opposite-Spin MP2 and Scaled Opposite-Spin CIS(D)

Spin-component-scaled MP2 (SCS-MP2) is a semiempirical approach based on scaling different spin contributions to the MP2 correction as proposed by Grimme.\textsuperscript{71}

\[
E_c = E_{c,\text{SCS-MP2}} = p_{ss}E_{ss}^{(2)} + p_{os}E_{os}^{(2)}
\]

The parallel-spin component $E_{ss}^{(2)}$ and the antiparallel-spin component $E_{os}^{(2)}$ are scaled to correct for their unbalanced contributions to the MP2 correlation energy. Empirically found optimal values of the coefficients are $p_{ss} = 1/3$ and $p_{os} = 6/5$. SCS-MP2 provides an improved description for many systems in which the ground state has a single reference character.

As the opposite-spin contribution is the major one, Jung et al.\textsuperscript{72} further simplified the model by dropping the same-spin term altogether and scaling the opposite-spin contribution up. Along with the RI technique, SOS-MP2 offers a significant improvement in computational performance compared to the original MP2. The scaling coefficient --- the only empirical parameters in the method --- can be optimized for a wide variety of systems.\textsuperscript{73}

In long-range-corrected functionals, a range-separated representation of the Coulomb operator\textsuperscript{55,76} is used to mitigate the effects of the self-interaction error. The contribution from the short-range part is described by a local functional, whereas the long-range part is described using the exact Hartree–Fock exchange. The separation depends on a parameter $\gamma$. In the BNL approach,\textsuperscript{61} $\gamma$ is optimized for each system using Koopmans-like arguments: $\gamma$ is adjusted such that the HOMO energy equals the difference between the total BNL energies of the $N$ and $N$-electron systems. Initial benchmarks\textsuperscript{61,77} demonstrated an encouraging performance for excited states and even such challenging systems as ionized dimers. In $\omega$PB97X,\textsuperscript{62} $\gamma$ and other parameters are optimized using standard training sets. Benchmark results have demonstrated consistently improved performance relative to uncorrected functionals.

### 2.4. Equation-of-Motion Coupled-Cluster Methods

In EOM-CC,\textsuperscript{55–60,78–80} the Hamiltonian is similarity transformed:

\[
\hat{H} = \exp(-T)\hat{H}\exp(T)
\]

using the cluster operator $T$ obtained from coupled-cluster equations for the ground state:

\[
\langle \Phi_\mu | \hat{H} - E^\text{CC} | \Phi_\nu \rangle = 0
\]

where $|\Phi_\mu\rangle$ denotes all $\mu$-tuple excited determinants with respect to the Hartree–Fock reference $|\Phi_0\rangle$. The solution for the $m$-th excited state is found from

\[
\langle \Phi_\mu | \hat{H} - E^\text{EOM}_m | \Phi_\nu \rangle = 0
\]

where $R_m$ is a linear excitation operator, the form of which depends on the target states. For example, in equation-of-motion for excitation energies (EOM-EE) $R_m$ is

\[
R_m = r_{m,0} + \sum_{ia} r^{ia}_{m} a^\dagger i + \frac{1}{4} \sum_{ijab} r^{iba}_{m} b^\dagger j i + \ldots
\]

whereas for ionized states, $R_m$ is not particle conserving.
vertical excitations by as much as 0.3 eV.

\[ R_m = \sum_i r_{m,i}^2 + \frac{1}{4} \sum_{ij} r_{m,ij}^2 \ldots \] (7)

The EOM wave function of the \( m \)-th state is given by

\[ |\Psi_m^\prime\rangle = R_m \exp(T)|\Phi_0\rangle \] (8)

In EOM-CCSD, the excitation operator \( R_m \) is truncated after the two-body term (i.e., two-hole two-particle for EE and two-hole one-particle for IP), and the similarity transformed Hamiltonian is diagonalized in the basis of all singly and doubly excited determinants.

The EOM-CCSD error bars are 0.1–0.3 eV for electronic states dominated by a single excitation. Including triples reduces the error to 0.01–0.02 eV. In a recent benchmark study, Schreiber et al.\(^6\) reported EOM-CCSD mean absolute errors of 0.12 and 0.23 eV, respectively. A recent study of uracil\(^8\) demonstrated that even for well-behaved molecules inclusion of triple excitations and extending the basis set beyond augmented double-\(\zeta\) can affect vertical excitations by as much as 0.3 eV.

3. Results and Discussion

3.1. Molecular Orbital Framework. Figure 2 shows two resonance structures of the HBDI anion. The interaction between these two structures results in charge delocalization between the two oxygen atoms and in scrambling CC bond orders, as discussed for example in ref 42. Changes in bond orders in the bridge region due to the resonance are believed to be important in thermal isomerization,\(^8\) as discussed in detail in the companion paper.\(^1\)

The natural bond orbital (NBO)\(^8\) charges on the phenoxy or imidazolin oxygens (computed using the RI-MP2 densities) are \(-0.65\) and \(-0.66\), respectively. The almost equal values of the charges suggest significant contributions from both resonance structures. As the result of the resonance interaction, the \( C_1\pi \rightleftharpoons C_1\beta \) bond gains double-bond character, whereas the order of \( C_1\beta \rightleftharpoons C_1\beta \) bond is reduced, and the bridge moiety acquires allylic character. It is interesting to compare the respective bond lengths with the values for the double and single CC bonds between sp\(^2\) hybridized carbons, e.g., in a planar and twisted ethylene (see ref 86 for explanation regarding the choice of the reference structures). Our best estimates of the \( C_1\pi \rightleftharpoons C_1\beta \) and \( C_1\beta \rightleftharpoons C_1\beta \) bond lengths (RI-MP2/cc-pVTZ) are 1.394 and 1.378 Å, respectively. The length of the CC bond in ethylene is 1.333 Å at the planar geometry (where the formal bond order is 2) and 1.470 Å\(^8\) at the twisted configuration, where the \( \pi \) bond is completely broken.\(^8\) Thus, assuming a linear relationship between the bond order and bond length, one can assign 55 and 67% of a double-bond character to the \( C_1\pi \rightleftharpoons C_1\beta \) and \( C_1\beta \rightleftharpoons C_1\beta \) bonds, respectively. The NBO analysis\(^8\) assigns 1.8 electrons to a slightly asymmetric allylic three-center bond. The relative contributions of the \( C_1\pi \) and \( C_1\beta \) carbons are 38 and 62%, respectively, in a semiquantitative agreement with the bond orders derived from the bond lengths.

The resonance interaction is also reflected by the shape of MOs. Figure 3 shows two Hartree–Fock orbitals involved in the bright \( \pi\pi^* \) and the photodetachment transitions (HOMO and valence LUMO). These orbitals, which are traditionally referred to as \( \pi \) and \( \pi^* \), have quite complicated shapes and are delocalized over the entire molecule. Their character in the bridge region can be explained by considering two interacting \( \pi \) orbitals, as shown in Figure 3. The HOMO can be described as an out-of-phase combination of two localized \( \pi \) bonds, whereas the large electron density on \( C_1\beta \) in the LUMO can be derived from the in-phase combination. Of course, due to the delocalized character of the orbitals, this picture is just an approximation, but it allows one to see the origin of the large oscillator strengths and changes in charge distribution in the excited state and also provides a useful framework for explaining the character of the transition state along the cis-trans isomerization coordinate.\(^1\)

3.2. Vertical Electron Detachment Energy of the HDBI Anion. Since the HBDI anion is a closed-shell system, it is stable in the gas phase and has a relatively large VDE. However, as shown below, it does not support bound electronically excited singlet states, and the lowest valence excitation is embedded in an ionization continuum. Such resonance states are very common in molecular anions\(^9\) and play an important role in dissociative electron attachment processes.\(^9\) Thus, the broad character of the experimental action spectrum\(^14\) is at least partially due to the broadening of the resonance-like \( \pi\pi^* \) state by its interaction with the ionization continuum. Finite lifetime and autoionization...
decay of this state should be taken into account when considering photoinduced dynamics and lifetime of the HBDI anion in the gas phase. In the condensed phase, solvent may stabilize the anion such that its excited states become bound. However, one photon photodetachment channel may still be relevant for the anionic forms, especially when the production of solvated electrons is considered. The resonance character of the ππ* state also has significant consequences in the electronic structure calculations of excited states, as described below.

The simplest estimate of VDE obtained by applying Koopmans' theorem is 2.56–2.93 eV depending on the basis set, the largest value obtained with the 6-311G(2df,2pd) basis. The EOM method for ionization energies (EOM-IP), which includes electronic correlation, can provide more reliable estimates of VDE. However, due to the size of the system, we are limited to relatively modest basis sets. In the 6-31G* basis, Koopmans' VDE is 2.56 eV, while EOM-IP-CCSD yields 2.05 eV. The larger 6-31+G* basis increases the energies to 2.91 and 2.48 eV, respectively. Thus, including correlation reduces VDE by 0.4–0.5 eV and assuming the effect is consistent throughout basis sets, we estimate that the target EOM-IP-CCSD/6-311(2+,+)-G(2df,2pd) energy is 2.4–2.5 eV.

By construction, the BNL energy difference VDE is equal to the respective HOMO energy. Recent benchmarks demonstrated that BNL produces very accurate ionization energies. VDE calculated with BNL in the small cc-pVDZ basis is 1.99 eV ($\gamma = 0.250$), and it increases to 2.52 eV in the 6-311G(2+,+)-G(d,p) basis for which $\gamma = 0.228$. Additional sets of diffuse orbitals or more extensive polarization do not affect this value, e.g., VDE calculated with BNL/6-311G(3+,2+)-G(2df,2pd) is 2.53 eV.

The discrepancies between the Koopmans and ΔE values have important implications for the excited-state calculations, as the former value defines the onset of the ionization continuum in CIS/TD-DFT calculations (see Appendix). Thus, with B3LYP, the continuum begins 1.54 eV below its own VDE, whereas the situation with ωPB97X is reverse, i.e., the continuum states appear 0.44 eV above the respective VDE. BNL, by constriction, is internally consistent, and the continuum states in TD-DFT calculations appear exactly at the respective VDE.

Thus, our estimate of VDE is 2.4–2.5 eV, within 0.1 eV from the maximum of the weak absorption feature at 2.3 eV. The remaining discrepancy between the two values might be due to the uncertainties in equilibrium geometries or possible vibrational excitation of the molecules in the experiment.

Although correlation has significant effect on VDE, the ionized state has Koopmans-like character, i.e., the leading EOM-IP amplitude corresponds to ionization from the HOMO (see Figure 3) and equals 0.96. Thus, the Hartree–Fock HOMO is a good approximation to a correlated Dyson orbital.

3.3. Vertical Excitation Energy and Electronic Properties of the Singlet and Triplet ππ* Transitions of the HBDI Anion. 3.3.1. Singlet ππ* State: Benchmark Results. Motivated by the discrepancies in previous theoretical estimates of the ππ* excitation energy of the HBDI anion (Table 1), we set out to benchmark other electronic structure methods with the purpose of identifying a rigorous, yet fairly inexpensive, quantum chemistry approach that can be employed in condensed-phase applications. The experimental maximum of absorption is at 2.59 eV (479 nm), and the band’s full width at half-maximum (fwhm) is 0.25 eV (45 nm). Assuming that the absorption maximum corresponds to the vertical transition of the lowest-energy isomer (which is not entirely clear, as the temperature of the ions in the ring is unknown), one would like the computed wavelength to fall within 2.47–2.72 eV (456–502 nm). However, due to the resonance nature of the ππ* state, calculating the excitation energies and oscillator strengths, as well as comparing them with the experimental spectrum, are not as straightforward as in the case of the excited states lying below the electron detachment energy. In the following, we will use the term “detached states” to identify the electronic states that compose the continuum instead of the usual “ionized states” as the initial species is anionic.

The ground-state equilibrium geometry was optimized with PBE0/cc-pVDZ, CASSCF/cc-pVDZ, and RI-MP2/cc-pVTZ (see Computational Methods section). Although the differences between the geometries are small (maximum bond length deviation is 0.03 Å and angles agree within 2 degrees), the ππ* excitation energy computed using wave function-based methods differs by about 0.1 eV. This effect of geometry is consistent with previous calculations by Olsen for a similar system (p-hydroxybenzylidine-imidazolin-5-one, HBI). Of the three structures, the RI-MP2/cc-pVTZ is the most accurate. Since most of the changes in electron density occur in the bridge region, it is interesting to compare the C1p–C1b and C1p–C1b bond lengths computed by different methods. The RI-MP2 values are 1.394 and 1.378 Å, which is very close to the PBE0 values of 1.404 and 1.385 Å. Due to the absence of dynamical correlation, CASSCF exaggerates the bond alternation giving 1.406 and 1.397 Å.

Calculations in small basis sets create discrete states from the continuum and artificially exclude the detached states from the picture. Assuming that the character of the resonance state of interest is well described, such calculations may provide a fairly good estimate of the position of this state in the continuum, however, it is difficult to predict how expanding the basis set will affect the resonance state. Moreover, one should anticipate broadening of the resonance state due to the interaction with the detached states. Increasing the size of the one-electron basis brings the continuum states down. When the basis set is large enough to accommodate a detached electron, the lowest excited state will correspond to the detached state (this fact has been exploited in pilot implementations of EOM-IP-CCSD based on the EOM-EE-CCSD code by adding a very diffuse orbital to the basis to describe the ionized electron). It can be shown formally (see Appendix) that, in the case of CIS and
TD-DFT, the energy of the lowest of such CIS-IP states equals the HOMO energy, that is, the Koopmans theorem can be proven by considering the configuration interaction of all singly detached determinants.

When the one-electron basis set is expanded with diffuse functions, the density of states rapidly increases with both CIS and TD-DFT (BNL), as illustrated in Figure 4. At the same time, the lowest excited state converges to Koopmans’ VDE. Both methods split the oscillator strength of the bright ππ* transition among multiple states, but BNL does that to a larger degree, which results in three to four states with close oscillator strengths (Table 2). That may be due to the remaining self-interaction error in BNL calculations.

Seemingly in contradiction with the proof given in the Appendix, the lowest excited CIS and TD-DFT states shown in Figure 2 fall below the Koopmans estimate in large basis sets due to additional stabilization by the interaction with other CIS determinants that vanish once the detached electron is infinitely far from the core. Indeed, if a separate large noninteracting orbital is used instead of diffuse functions, the lowest excitation energy in such a system is exactly equal to the HOMO energy.

TABLE 2. Interaction of the Bright ππ* State with the Electron Detached Continuum as Reflected by the Diminishing Oscillator Strength (fL) in CIS and TD-DFT/BNL Calculations

<table>
<thead>
<tr>
<th>basis set</th>
<th>number</th>
<th>energy, eV</th>
<th>fL</th>
</tr>
</thead>
<tbody>
<tr>
<td>6-311G(2df,2pd)</td>
<td>1</td>
<td>3.92</td>
<td>1.58</td>
</tr>
<tr>
<td>6-311(+,-)G(2df,2pd)</td>
<td>2</td>
<td>3.81</td>
<td>1.50</td>
</tr>
<tr>
<td>6-311(2+,+)G(2df,2pd)</td>
<td>6</td>
<td>3.66</td>
<td>0.22</td>
</tr>
<tr>
<td>6-311(2+,+)G(2df,2pd)</td>
<td>9</td>
<td>3.74</td>
<td>0.14</td>
</tr>
<tr>
<td>6-311(2+,+)G(2df,2pd)</td>
<td>10</td>
<td>3.85</td>
<td>1.14</td>
</tr>
<tr>
<td>6-311(2+,+)G(2df,2pd)</td>
<td>9</td>
<td>3.60</td>
<td>0.08</td>
</tr>
<tr>
<td>6-311(2+,+)G(2df,2pd)</td>
<td>12</td>
<td>3.82</td>
<td>1.35</td>
</tr>
<tr>
<td>6-311(2+,+)G(2df,2pd)</td>
<td>17</td>
<td>4.02</td>
<td>0.06</td>
</tr>
<tr>
<td>6-311(3+,2+)G(2df,2pd)</td>
<td>37</td>
<td>3.73</td>
<td>0.43</td>
</tr>
<tr>
<td>6-311(3+,2+)G(2df,2pd)</td>
<td>40</td>
<td>3.84</td>
<td>1.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TD-DFT (BNL)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>6-311G(2df,2pd)</td>
<td>2</td>
<td>3.44</td>
<td>1.47</td>
</tr>
<tr>
<td>6-311(+,-)G(2df,2pd)</td>
<td>3</td>
<td>3.27</td>
<td>1.38</td>
</tr>
<tr>
<td>6-311(2+,+)G(2df,2pd)</td>
<td>7</td>
<td>3.18</td>
<td>0.54</td>
</tr>
<tr>
<td>6-311(2+,+)G(2df,2pd)</td>
<td>9</td>
<td>3.24</td>
<td>0.31</td>
</tr>
<tr>
<td>6-311(2+,+)G(2df,2pd)</td>
<td>10</td>
<td>3.38</td>
<td>0.52</td>
</tr>
<tr>
<td>6-311(2+,+)G(2df,2pd)</td>
<td>8</td>
<td>3.12</td>
<td>0.15</td>
</tr>
<tr>
<td>6-311(2+,+)G(2df,2pd)</td>
<td>9</td>
<td>3.15</td>
<td>0.15</td>
</tr>
<tr>
<td>6-311(2+,+)G(2df,2pd)</td>
<td>12</td>
<td>3.29</td>
<td>0.39</td>
</tr>
<tr>
<td>6-311(2+,+)G(2df,2pd)</td>
<td>13</td>
<td>3.29</td>
<td>0.63</td>
</tr>
<tr>
<td>6-311(3+,2+)G(2df,2pd)</td>
<td>35</td>
<td>3.23</td>
<td>0.47</td>
</tr>
<tr>
<td>6-311(3+,2+)G(2df,2pd)</td>
<td>37</td>
<td>3.24</td>
<td>0.39</td>
</tr>
<tr>
<td>6-311(3+,2+)G(2df,2pd)</td>
<td>39</td>
<td>3.37</td>
<td>0.15</td>
</tr>
<tr>
<td>6-311(3+,2+)G(2df,2pd)</td>
<td>40</td>
<td>3.37</td>
<td>0.15</td>
</tr>
</tbody>
</table>

a Also see Fig 4.

As the density of low-lying states that approximate the continuum increases and the oscillator strength gets redistributed, it becomes increasingly more difficult to compute or even identify the resonance state. By following the evolution of the states with the basis set increase, the limiting value of the resonance state can be extrapolated using the stabilization method by Taylor,97 as has been done in the calculations of resonance electron attached states.59,88 From the data in Table 2, we can estimate that the excitation energy converges to 3.8 eV with CIS and to 3.3 eV with TD-DFT/BNL. Overall, adding sets of diffuse functions results in lowering the excitation energy of the bright state by 0.1 eV.

The CIS and TD-DFT/BNL calculations demonstrate that the resonance state is embedded in an electron detached continuum, and the broad character of the experimental spectrum can be due to the interaction with the continuum. Thus, small basis set calculations of the vertical excitations energies of the ππ* state can only provide a rough estimate of the position of the absorption maximum.

Introducing a noniterative doubles correction via SOS-CIS(D) significantly lowers the energy of the ππ* transition, while the detached state energies are affected less. We could not obtain SOS-CIS(D) results in heavily augmented basis sets due to the lack of the corresponding auxiliary bases for the RI procedure, which becomes unstable upon adding a second set of the diffuse functions. The magnitude of correction is 0.9–1.2 eV for the ππ* state and 0.1–0.3 eV for the detached states. MRMP2 based on sa-CASSCF(14/12) in the modest cc-pVDZ basis yields 2.51–2.61 eV for the ππ* excitation energy. SOS-CIS(D)/cc-pVDZ gives 2.71–2.81 eV, which is consistent with the more rigorous MRMP2 estimates.

Figure 4. Effect of increasing the number of diffuse functions in the basis set on the density of states and the convergence of the lowest excited and the bright ππ* state. The calculations were performed with CIS (top) and TD-DFT/BNL (bottom). The basis set was varied from 6-311G(2pd,2df) to 6-311-(4+,2+)G(2pd,2df).

Table 2. Interaction of the Bright ππ* State with the Electron Detached Continuum as Reflected by the Diminishing Oscillator Strength (fL) in CIS and TD-DFT/BNL Calculations

-311G(2df,2pd) to 6-311-(4+,2+)G(2pd,2df).
Table 3. Vertical $\pi\pi^*$ Electronic Excitation Energies ($\Delta E$, in eV), Corresponding Wavelengths (nm), and Oscillator Strength ($f_L$) for the Gas-Phase GFP Chromophore (Figure 1)\(^a\)

<table>
<thead>
<tr>
<th>Method</th>
<th>PBE0/cc-pVDZ</th>
<th>CASSCF(14/12)/cc-pVDZ</th>
<th>RI-MP2/cc-pVTZ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta E$</td>
<td>$f_L$</td>
<td>$\Delta E$</td>
</tr>
<tr>
<td></td>
<td>$\text{nm}$</td>
<td>$\text{nm}$</td>
<td>$\text{nm}$</td>
</tr>
<tr>
<td>MRMP2 based on sa-CASSCF(14/12)/cc-pVDZ</td>
<td>2.52(^b)</td>
<td>-</td>
<td>2.61(^c)</td>
</tr>
<tr>
<td>EOM-CCSD/6-31G(d)</td>
<td>3.08</td>
<td>1.26</td>
<td>3.16</td>
</tr>
<tr>
<td>EOM-CCSD/6-31G(d)</td>
<td>2.97</td>
<td>1.24</td>
<td>3.04</td>
</tr>
<tr>
<td>SOS-CIS(D)/cc-pVDZ</td>
<td>2.71</td>
<td>1.59(^a)</td>
<td>2.81</td>
</tr>
<tr>
<td>SOS-CIS(D)/aug-cc-pVDZ</td>
<td>2.57</td>
<td>1.45(^a)</td>
<td>2.67</td>
</tr>
<tr>
<td>SOS-CIS(D)/cc-pVTZ</td>
<td>2.58</td>
<td>1.54(^a)</td>
<td>2.68</td>
</tr>
<tr>
<td>SOS-CIS(D)/aug-cc-pVTZ</td>
<td>2.58</td>
<td>1.37(^a)</td>
<td>2.68</td>
</tr>
<tr>
<td>TD-DFT/BNL/cc-pVDZ</td>
<td>3.44</td>
<td>1.51</td>
<td>3.50</td>
</tr>
<tr>
<td>TD-DFT/BNL/6-31G(d)</td>
<td>3.22</td>
<td>1.38</td>
<td>3.27</td>
</tr>
<tr>
<td>TD-DFT/aug-PB97x/cc-pVDZ</td>
<td>3.52</td>
<td>1.52</td>
<td>3.59</td>
</tr>
<tr>
<td>TD-DFT/aug-PB97x/6-31G(d)</td>
<td>3.38</td>
<td>1.45</td>
<td>3.44</td>
</tr>
</tbody>
</table>

\(^a\) Oscillator strength calculated with CIS. \(^b\) At the equilibrium geometry computed with PBE0(aug)-cc-pVDZ (diffuse functions only on oxygen atoms). \(^c\) At the equilibrium geometry computed with CASSCF(12/11)/(aug)-cc-pVDZ (diffuse functions only on oxygen atoms). \(^d\) The reference experimental value is 2.59 eV (479 nm) (ref 14, 15).

At the CASSCF optimized geometry, EOM-CCSD/6-31G* yields an excitation energy of 3.16 eV and an oscillator strength $f_L = 1.27$. Including only one set of diffuse functions lowers the energy to 3.04 eV ($f_L = 1.25$). The change in the oscillator strength is consistent with the observed drop of the EOM amplitude corresponding to the $\pi\pi^*$ transition from 0.85 to 0.74. Benchmarks on the electronically excited states of closed-shell molecules have shown that the combined effect of increasing the basis set in EOM-CCSD calculations and the triples correction can be as large as 0.3–0.4 eV.

The computational cost of MRMP2 and EOM-CCSD does not allow us to use these methods to fully explore the basis set effect on the $\pi\pi^*$ excitation energy, e.g., via stabilization method. We anticipate a noticeable effect of improving the basis set on the energy of the $\pi\pi^*$ state. For example, with SOS-CIS(D), the excitation energy with the cc-pVTZ basis is lower by 0.13 eV relative to cc-pVDZ. The EOM-CCSD excitation energy also drops by as much as 0.2 eV upon expanding the basis set from 6-31G* to 6-31+G*. The oscillator strength calculated with CIS is about 10% lower when basis sets with diffuse functions are used compared to those without, demonstrating the beginning of the interactions with the continuum.

The $\pi\pi^*$ excitation energy obtained with MRMP2 based on state-averaged CASSCF(16/14), which spans the entire π-electron active space (Table 1), and a more compact (14/12) active space (Table 3) agree equally well with the experimental result: 2.47 eV (501 nm) and 2.52–2.61 eV (476–491 nm), respectively, versus 2.59 eV (479 nm). The most expensive aug-MCQDPT2/CASSCF(16/14) approach (Table 1) does not perform noticeably different than MRMP2/CASSCF(14/12). Therefore, one can rely on the fairly practical MRMP2 approach based on a reduced active space in the CASSCF wave function. Overall, the effect of contracting the active space is less than 0.1 eV, which is smaller than the uncertainty due to the equilibrium geometry and anticipated effects of extending the basis set beyond the double-$\xi$ level.

In view of complexities associated with performing multireference perturbation theory and underlying CASSCF calculations, we find the results of the inexpensive SOS-CIS(D) method very encouraging: at the PBE0-optimized geometry, the SOS-CIS(D)/cc-pVTZ $\pi\pi^*$ excitation energy of 2.58 eV is within 0.01 eV from the experimental absorption maximum and agrees very well with MRMP2 calculations.

The EOM-CCSD/6-31+G* excitation energy is 0.38 eV above the experimental maximum, which is outside the EOM-CCSD error bars. Analysis of the EOM amplitudes confirms a singly excited character of the $\pi\pi^*$ state, thus, with an adequate basis set, EOM-CCSD error should not exceed 0.3 eV. In addition to anticipated basis set effects and interactions with the continuum states, other factors, such as discrepancies due to equilibrium geometry as well as the uncertainty in the experimental value (fwhm of the experimental absorption is 0.25 eV), make it difficult to arrive at a definite conclusion. More extensive calculations using larger basis sets (and ideally using stabilization graphs) and estimates of triples corrections (to account for dynamical correlation) are required to assess the performance of EOM-CCSD for this molecule. Basis set and triples effects alone have been shown to account for as much as 0.3 eV in excitation energies of $\pi\pi^*$ character.

Finally, we present TD-DFT results computed with the range-separated functionals. Using the BNL functional\(^61\) with the small cc-pVDZ basis set, the $\pi\pi^*$ state appears the second lowest, which is consistent with the respective VDE. At the CASSCF geometry, its excitation energy is 3.50 eV, and the oscillator strength is $f_L = 1.51$. The 6-311(+,+)G(2df,2pd) basis lowers the excitation energy to 3.27 eV, and the oscillator strength to 1.38. $\omega$PB97X\(^62\) gives similar values for the excitation energy and the
Table 4. Vertical Triplet $\pi\pi^*$ Electronic Excitation Energies ($\Delta E$, in eV) of the HBDI Anion in the Gas Phase

<table>
<thead>
<tr>
<th>basis set</th>
<th>CIS</th>
<th>SOS-CIS(D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>cc-pVDZ</td>
<td>2.03</td>
<td>1.91</td>
</tr>
<tr>
<td>aug-cc-pVDZ</td>
<td>2.02</td>
<td>1.88</td>
</tr>
<tr>
<td>cc-pVTZ</td>
<td>2.03</td>
<td>1.86</td>
</tr>
</tbody>
</table>

oscillator strengths, i.e., 3.59 ($f_L = 1.51$) and 3.44 eV ($f_L = 1.46$) with cc-pVDZ and 6-311+(2df,2pd), respectively. Because the Koopmans continuum with $\omega$PB97X begins at higher energies (see Section 3.2, Vertical Electron Detachment Energy of the HBDI Anion), the detached states do not appear below the excited states in these calculations.

Overall, it is unrealistic to expect accuracy better than 0.1 eV (20 nm) from computational protocols applicable to a molecule of this size even for nonresonance states, and the observed discrepancies between different methods confirm that. Moreover, when assessing the accuracy of computed values, one should keep in mind the finite width of the experimental absorption band. Thus, more calculations are necessary to provide a converged theoretical estimate, especially stabilization analysis. For practical applications, however, it is important that all the reliable theoretical methods agree with each other in that the origin of the intensity in the resonance state is due to $\pi\pi^*$ excitation. SOS-CIS(D) offers an inexpensive alternative to more rigorous multireference methods if single excitations are dominant in the wave function.

3.3.2. Changes in Electronic Density in the Singlet $\pi\pi^*$ State. As one may expect from the molecular orbital character (Figure 3) and the large oscillator strength, electronic excitation results in a significant redistribution of electronic density. A convenient measure of charge distribution is the permanent dipole moment. Although in a charged system it is origin dependent, the difference between the two dipole moments, $\Delta \mu = \mu_{tr} - \mu_{ex}$, is not. At the CIS level of theory, the value of $|\Delta \mu|$ is 0.6 D, and its direction is in the molecular plane pointing toward the bridge carbon. This value can be compared with the experimentally measured $\Delta \mu$, derived from Stark effect measurements in a buffered (pH = 6.5) glycerol solution at 77 K. This work also reports the angle between $\Delta \mu$ and $\Delta \mu_{tr}$. Strikingly, the experimental value is 10 times larger than the computed one. Since $\Delta \mu$ is related to the changes in orbital occupations upon excitation, it is dominated by contributions from the leading excitation amplitudes and should be reproduced fairly accurately at the CIS level. Thus, large discrepancy is likely to be due to the solvent effect. Indeed, polar solvents result in the increased dipole moment of the solute. For example, the dipole moment of water in bulk water is about 30% larger than in the gas phase. More polar charge distribution in the ground state in solvent is clearly seen from the respective NBO charges (see Table 2 in ref 12). Thus, for the difference of dipole moments of two states, one may anticipate an enhanced effect.

3.3.3. Triplet $\pi\pi^*$ State. The vertical excitation energies of the lowest triplet state at the RI-MP2/cc-pVTZ geometry are summarized in Table 4. The analysis of the wave function confirms that the triplet is derived from the transitions between the same orbitals as the singlet (Figure 3). As expected, all methods consistently place the triplet considerably below the singlet. The variations between the methods are smaller for the triplet state. Our best value (SOS-CIS(D)/cc-pVTZ) is 1.86 eV. The 0.76 eV gap between the singlet and triplet does not suggest efficient intersystem crossing at this geometry. The triplet state is 0.3–0.4 eV below VDE and is, therefore, a bound electronic state. Thus, much longer lifetime is expected for this state (as compared to the singlet), not only because the radiationless relaxation to the ground state is a spin-forbidden process, but also because the autoionization channel is absent.

4. Conclusions

In this work we exploit modern quantum chemical methods for calculations of the electronic properties of the GFP chromophore and compare the results to the gas-phase absorption spectrum obtained by photodestruction spectroscopy in the ion storage ring. The experimental action spectrum of the denatured gas-phase anionic GFP chromophore features a broad line (2.4–2.8 eV) with a maximum at 2.59 eV and a minor feature at 2.3 eV. Wave function-based and DFT calculations estimate a VDE of 2.4–2.5 eV. Thus, we assign the minor peak as due to the photodetachment transition. Based on our estimate of VDE, the absorption band at 2.6 eV corresponds to the transition to the resonance state embedded in an electron detached continuum, and the broad character of the spectrum is at least partially due to the interaction with the continuum states.

The resonance nature of the $\pi\pi^*$ state suggests a finite lifetime, and that autoionization channel should be considered when modeling the anionic GFP photocycle. The triplet state is found to be well below the photodetachment threshold (vertical excitation energy 1.86 eV). Thus, the two states are expected to have very different lifetimes, which makes the suggested population trapping in the triplet state even more essential for explaining slow fragmentation kinetics. The resonance nature of the $\pi\pi^*$ state in the anionic GFP might be responsible for very different behavior of the photofragment yield of the anionic and protonated GFP, however, more detailed electronic structure calculations are required in order to suggest a viable mechanism. An important question is how photoinduced isomerization and other structural changes affect the relative-states energies.

All wave function-based and TD-DFT methods agree on the nature of the transition lending the intensity to the resonance state, which is a bright $\pi\pi^*$ transition (HOMO–LUMO in a small basis set), however, quantitative agreement is more difficult to achieve. Most importantly, small basis set calculations discretize the ionization continuum, and the results of such calculations provide only a crude estimate of the energy of the resonance state. In order to account for basis set effects, the stabilization analysis can be used; however, in view of the large size of the GFP chromophore molecule, we were able to only conduct it with the CIS and BNL methods.

Nevertheless, it is instructive to compare vertical excitation energies of the $\pi\pi^*$ state computed with different methods.
in a moderate basis set and with the experimental band maximum. While the CIS/aug-cc-pVTZ excitation energy is more than 1 eV off, perturbative inclusion of double excitations by SOS-CIS(D) yields a value which is within 0.1 eV from the experimental band maximum. The EOM-CCSD values computed in the modest 6-31+G* basis are within 0.38 eV from the experimental absorption maximum. An analysis of the EOM-CCSD wave function confirms the dominant one electron character of the ππ* state, however, perturbative inclusion of triple excitations and a larger basis set are required for a converged (with respect to the level of theory) EOM-CC value. Based on previous studies, a proper account of dynamical correlation by including triple excitations and increasing basis set can change the vertical excitation energy by as much as 0.3 eV. Basis set effects evaluated using inexpensive SOS-CIS(D) calculations affect vertical excitation energies by 0.14 eV upon the transition from cc-pVDZ to aug-cc-VTZ.

Additional uncertainties arise from the ground-state geometry. For example, different choices of the ground-state geometry (optimized with CASSCF, DFT, and MP2) introduce an uncertainty of 0.1 eV in the vertical excitation energies. A relatively strong dependence of the excitation energy on the structure suggests additional broadening of the absorption band due to vibrational excitations of the chromophore.

The best MRMP2 estimate is within 0.07 eV from the experimental band maximum, however, the inclusion of basis set effects (using the SOS-CIS(D)/aug-cc-pVTZ estimate) increases the difference to 0.21 eV. Overall, the observed variations demonstrate that it is unrealistic to expect an accuracy better than 0.1 eV from computational protocols applicable to a molecule of this size even for nonresonance excited states.

BNL/cc-pVDZ vertical excitation energy of the bright ππ* transition is above MRMP2/cc-pVDZ value by 0.9 eV. Since the self-interaction error is considerably reduced in BNL, the photodetachment continuum is likely not contaminated by spurious low-lying charge-transfer states ubiquitous in TD-DFT calculations.
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Appendix

The electronic Hamiltonian in the second quantization form is

\[ H = \sum_{pq} \langle p|H|q \rangle_{pq} q^+ p + \frac{1}{2} \sum_{pqrs} \langle p|q|r|s \rangle_{pqrs} q^+ p^+ q^+ s^+ r \]  \hspace{1cm} (9)

where \( h \) is the core Hamiltonian operator, \( \langle p|q|r|s \rangle \) denotes two electron integrals, and the sums run over all the MOs.

The choice of the reference determinant \( |\Phi_0\rangle \) defines the separation of the orbital space into the occupied and virtual subspaces. Let \( \{i,j,...\} \) be the subspace of all occupied and \( \{a,b,...\} \) be the subspace of all virtual orbitals in \( |\Phi_0\rangle \). Indexes \( p,q,... \) denote all orbitals, occupied or virtual.

Let \( |\Phi_0\rangle \) be the solution to the Hartree–Fock equations with an energy value:

\[ E_0 = \langle \Phi_0 | H | \Phi_0 \rangle = \sum_i \langle \Phi_0|\Phi_0\rangle_{ii} + \frac{1}{2} \sum_{ij} \langle \Phi_0|\Phi_0\rangle_{ij} \]  \hspace{1cm} (10)

\( |\Phi_0\rangle \) is the determinant derived by removing an electron from orbital \( n \) of \( |\Phi_0\rangle \): \( |\Phi_n\rangle = n|\Phi_0\rangle \). \( |\Phi_m\rangle = \langle \Phi_0|m \rangle \). The Hamiltonian matrix element between two ionized determinants is

\[ \langle \Phi_m | H | \Phi_n \rangle = \sum_{pq} \langle \Phi_m|\Phi_n\rangle_{pq} q^+ p + \frac{1}{2} \sum_{pqrs} \langle \Phi_m|\Phi_n\rangle_{pqrs} q^+ p^+ q^+ s^+ r \]  \hspace{1cm} (11)

Using the anticommutation relation \( pq^+ + q^+ p = \delta_{pq} \), it is not difficult to show that

\[ \sum_{pq} \langle \Phi_m|\Phi_n\rangle_{pq} q^+ p = \sum_i \langle \Phi_m|\Phi_n\rangle_{ii} \delta_{mn} - \langle n|\Phi_m|l \rangle \langle l|m \rangle \]  \hspace{1cm} (12)

\[ \frac{1}{2} \sum_{pqrs} \langle \Phi_m|\Phi_n\rangle_{pqrs} = \frac{1}{2} \sum_{ij} \langle \Phi_m|\Phi_n\rangle_{ij} \delta_{mn} - \sum_j \langle n|\Phi_m|j \rangle \]  \hspace{1cm} (13)

\[ \langle \Phi_m | H | \Phi_n \rangle = \delta_{mn} \left( \sum_i \langle i|\Phi_i\rangle + \frac{1}{2} \sum_j \langle ij|\Phi_j\rangle \right) - \langle n|\Phi_m|l \rangle \]  \hspace{1cm} (14)

Since the Fock matrix \( f \) is diagonal in the basis of Hartree–Fock orbitals, the matrix element becomes

\[ \langle \Phi_m | H | \Phi_n \rangle = (E_0 - \varepsilon_m) \delta_{mn} \]  \hspace{1cm} (15)
Anionic Chromophore in the Gas Phase

where \( \varepsilon_n = \langle n | h | n \rangle + \sum \langle n | n' | n \rangle \) is a diagonal Fock matrix element and the energy of the \( n \)-th Hartee–Fock orbital.

Therefore, the Hamiltonian is diagonal in the basis of the electron detached or ionized determinants. The excitation energies of such states are equal to the respective orbital energies. Thus, configuration interaction of singly detached state functions is equivalent to Koopmans’ theorem. This provides a useful diagnostic for TD-DFT: spurious states will appear in large bases at the onset of Koopmans continuum, i.e., HOMO energy.
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