A Simple Kinetic Model for Singlet Fission: A Role of Electronic and Entropic Contributions to Macroscopic Rates
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ABSTRACT: A simple three-state model for the dynamics of the singlet fission (SF) process is developed. The model facilitates the analysis of the relative significance of different factors, such as electronic energies, couplings, and the entropic contributions. The entropic contributions to the rates are important; they drive the SF process in endoergic cases (such as tetracene). The anticipated magnitude of entropic contributions is illustrated by simple calculations. By considering a series of three acenes (tetracene, pentacene, and hexacene), we explained the experimentally observed 3 orders of magnitude difference in the rate of SF in tetracene and pentacene and predicted that the rate in hexacene will be slightly faster than in pentacene. This trend is driven by the increased thermodynamic drive for SF (Gibbs free energy difference of the initial excitonic state and two separated triplets). The model also explains experimentally observed fast SF in 5,12-diphenyltetracene. Consistently with the experimental observations, the model predicts weak temperature dependence of the multiexciton formation rate in tetracene as well as a reduced rate of this step in solutions and in isolated dimers.

1. INTRODUCTION

Singlet fission (SF) is a nonadiabatic process in which one singlet excited state splits into two triplets that ultimately give rise to four charge carriers.1 If this process is harnessed in solar cells, their efficiency can be increased beyond the Shockley–Queisser limit by efficiently utilizing higher-energy photons. Although this phenomenon was discovered a long time ago,2 its mechanistic understanding is incomplete, which hinders the design of organic photovoltaic materials for solar energy conversion. Recent reviews1,3 summarize experimental and theoretical work investigating the mechanisms of SF in molecular solids and model compounds.

The electronic structure aspects of SF have received considerable attention.1,3−12 The important quantities are energy levels (lowest bright singlet states of individual chromophores should be about twice higher than T1) and electronic couplings between an initial excitonic state and a dark multiexciton state that eventually splits into two independent triplets. These factors depend strongly on the relative orientations of the individual molecules,4,15 which is likely to be responsible for observed effects of morphology on the rates and yields of SF.

One can connect the rates and electronic quantities by modeling complicated nonadiabatic dynamics encompassing several interacting electronic states. Simple estimates can be obtained using the Landau–Zener type of approaches.7 Two studies1,4,15 presented calculations aiming at complete macroscopic description of the SF process from first-principles employing approximate electronic structure models. In stark contrast to the large number of electronic structure studies, only recently has a possible role of entropy in promoting SF been noted.16

Phenomenological kinetic models of SF and a reverse process, triplet−triplet annihilation, have been developed, with an emphasis on explaining magnetic field effects.17,18 Kinetic models of varying complexity are often employed in analyzing the experimental data.16,19−22

Our motivation is to develop a simple kinetic model that will allow us to connect electronic structure calculations with the experimental observables. We aim at establishing a theoretical framework that will explain the observed trends in SF yield and, more importantly, enable screening of various structures with respect to their efficiency in performing SF.

In our previous work,13 we discussed essential features of the underlying electronic structure and calculations of quantities relevant to SF process. We frame the discussion in terms of correlated many-electron adiabatic states that are coupled by nonadiabatic (derivative) couplings. The electronic states involved are an initially excited bright singlet state (of a mixed excitonic and charge-resonance character), a dark singlet multiexciton (or biexciton) state (ME or 1(TT), two singlet-coupled triplets with a variable admixture of charge-resonance configurations) coupled to the singlet state by a nonadiabatic coupling, and two independent triplets (T1+T1) that lost their coherence.

The most basic quantity relevant to SF is the electronic energy difference between the initially excited singlet state and twice the energy of separated triplets:

\[ E_{\text{eff}} = E[S_1] - 2 \times E[T_1] \]  
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For efficient solar energy conversion, these two states should be approximately isoenergetic, the small electronic energy mismatch being compensated by vibrational motion. In pentacene, $E_{\text{int}} > 0$, and the overall SF process is exergic, however, in tetracene $2 \times E_F > E_S$. The rate of electronic transition from the bright singlet state to $^3\text{ME}$ is proportional to nonadiabatic coupling, which is related to the norm of the one-electron transition density matrix, $\|\psi\|$. The third important quantity is multie exciton stabilization (or binding) energy, $E_{\text{bb}}$ that we define as the energy difference between the $^1\text{ME}$ and $^3\text{ME}$ states (the former is stabilized by configuration interaction with other singlet configurations, whereas the latter maintains pure diabatic character of two entangled triplets). Because fission results in a loss of decohercence yielding two independent triplets, $E_{\text{bb}}$ can be interpreted as a minimal energy required for the separation of two triplets to occur. Although $E_{\text{int}}$ is dominated by the $S_1$ and $T_1$ excitation energies of the isolated monomers, it is also affected by Davydov’s splitting and, therefore, can be modulated by local environment. $\|\psi\|$ and $E_{\text{bb}}$ are also sensitive to the local environment. Thus, all three quantities can be tuned by structural modifications of the chromophores affecting their packing. Table 1 summarizes relevant electronic energies for tetracene, pentacene, and hexacene.

<table>
<thead>
<tr>
<th>System</th>
<th>$E_{\text{stt}}$ (monomer)</th>
<th>$E_{\text{stt}}$ (bulk)</th>
<th>$E_{\text{stt}}$ (exp)</th>
<th>$E_{\text{bb}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>tetracene</td>
<td>$-0.342$</td>
<td>$-0.303$</td>
<td>$-0.18^\ast$</td>
<td>$0.028$</td>
</tr>
<tr>
<td>pentacene</td>
<td>$0.281$</td>
<td>$0.245$</td>
<td>$0.21^\ast$</td>
<td>$0.038$</td>
</tr>
<tr>
<td>hexacene</td>
<td>$0.803$</td>
<td>$0.625$</td>
<td>$0.74/0.32^\ast$</td>
<td>$0.049$</td>
</tr>
</tbody>
</table>

$^\ast$See ref 13 for details of the computational protocol. $^\dagger$SOS-CIS(D) values. $^\ddagger$Computed for the AB dimer as $E[S_1(\text{AB})] - E[^3\text{ME}(\text{AB})]$ by using corrected RAS-2SF values. $^\gamma$RAS-2SF values for AB dimer computed as $E[^3\text{ME}] - E[^1\text{ME}]$. $^\ast$From ref 1. $^\ast$Solution (ref 23). $^\ast$Film (ref 24).
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2. KINETIC MODEL FOR THE SF PROCESS

Singlet fission is a complex process encompassing many states. Our goal is not to take into account all microscopic details but rather to develop a simple conceptual picture of the process that would provide a semiquantitative description of dynamics; thus, we choose the minimalist kinetic scheme that has only three states. It means that many states are combined into these three states.

Figure 1 shows the energy diagram for such a minimal three-state model (see Table 1 for electronic energies). We assume that the process begins with populating the bright state (denoted by state 0). The second step is population of the multie exciton state (state 1); the rates for the forward and backward reactions are denoted as $r_f$ and $r_b$, respectively. The third step is the production of independent triplets (state 2); the forward and backward rates are $r_1$ and $r_2$. We choose to frame our discussion in terms of rates rather than rate constants ($k_f/k_b$ and $k_1/k_2$) to account for possible concentration effects and to simplify the calculation of characteristic times for SF. In a single-molecule framework employed here, the rates are identical to the respective rate constants (i.e., one can rewrite all the equations using $k$'s instead of $r$'s); however, the situation in solutions is different, and the rates should include both rate constants and the respective concentrations. Thus, our formulation is appropriate both for molecular solids and for solutions.

Using a linear free energy argument, the rates are related to the free energies of the three states (see Figure 1):

$$G_0 = 0$$

$$G_1 = -E_{\text{stt}} - E_b - TS_1 = -c_{\text{stt}} - c_b$$

$$G_2 = -E_{\text{stt}} - TS_2 = -c_{\text{stt}}$$

where electronic energies are computed relative to state 0 and the calculations of respective entropic contributions are
described in section 3. \( \epsilon_{str} \) and \( \epsilon_b \) are now free energy differences that incorporate both electronic and entropic contributions:

\[
e_{str} = E_{str} + TS_2
\]

\[
e_b = E_b + TS_1 - TS_2
\]

\(-\epsilon_{str}\) characterizes overall driving force for SF, whereas \( \epsilon_b \) is multie exciton stabilization (or binding) free energy. Relevant free energy differences are:

\[
\Delta G \equiv G_2 - G_0 = -\epsilon_{str}
\]

\[
\Delta G_1 \equiv G_1 - G_0 = -\epsilon_{str} - \epsilon_b
\]

\[
\Delta G_2 \equiv G_2 - G_1 = \epsilon_b
\]

For the SF process to be thermodynamically possible, the total Gibbs free energy change, \( \Delta G \), should be negative, which means that \( \epsilon_{str} \) must be positive. As one can see from eq 5, negative \( E_{str} \) (endoergic SF) can be surpassed by sufficiently large entropic gain in state 2. \( \Delta G_1 \) or \( \Delta G_2 \) may, in principle, be positive, provided that \( \Delta G < 0 \). However, a large positive value for either \( \Delta G_1 \) or \( \Delta G_2 \) would mean that the respective step is too slow for the overall process to happen on a realistic time scale, even though the overall reaction is thermodynamically allowed (just like diamonds-to-graphite transition).

For example, positive ME stabilization free energy, as defined in eq 6, will slow down the second step. \( \epsilon_b \) depends on the difference of entropic terms for state 1 (bound multie exciton state) and state 2 (two independent triplets), and negative values mean that the \( ^1 \)ME state is unbound and the second step is fast.

The quantity of interest is the total time \( \tau \) to reach state 2. It can be computed as a first-passage time, a powerful theoretical tool that was widely used in many chemical, physical, and biological processes: \(^{56}\)

\[
\tau = \frac{1}{r_1} + \frac{1}{r_2} + \frac{r_{-1}}{r_{-2}}
\]

\[
= \frac{1}{r_1} + \frac{1}{r_2} + \frac{1}{K_{eq} r_2}
\]

\[
= \frac{1}{r_1} + \frac{1}{r_2} \left( 1 + \frac{1}{K_{eq}^2} \right)
\]

(10)

where \( K_{eq} \) is an equilibrium constant for step 1. As one can see, when \( K_{eq}^2 \gg 1 \), the total time is just the sum of the inverses of individual rates. However, if \( K_{eq}^2 \) is small, the relative contribution of step 2 into the total time becomes more pronounced.

Efficient SF will be identified by small \( \tau \). Thus, our aim is to investigate the dependence of \( \tau \) on \( E_{str} \), \( r_f \), and \( E_{b} \) as well as entropic factors for the three states. We note that this model aims to describe the efficiency of the initial SF steps and will not be able to describe long-time (nanosecond) kinetics that involves diffusion, trapping, and recombination of independent triplet excitons. \(^{19}\) The model is not suitable for describing magnetic field effects on SF. \(^{17}\) However, this theoretical framework can be extended to take these processes into account.

The ratios of forward and backward rates are determined by free energy differences satisfying the detailed balance condition:

\[
\frac{r_1}{r_{-1}} = \exp[\beta(\epsilon_{str} - \epsilon_b)]
\]

\[
\frac{r_2}{r_{-2}} = \exp[\beta(\epsilon_b)]
\]

where \( \beta = 1/k_\beta T \). Absolute rates depend on respective activation energies and prefactors. It is convenient to write down the expressions for absolute rates as following:

\[
r_f = r_f(0) \exp(\theta \beta \epsilon_b)
\]

\[
r_{-f} = r_{-f}(0) \exp[(\theta - 1) \beta \epsilon_b]
\]

\[
r_r = r_r(0) \exp(-\theta \beta \epsilon_b)
\]

\[
r_{-r} = r_{-r}(0) \exp((1 - \theta) \beta \epsilon_b)
\]

In these equations, rates \( r_f(0) \) \((i = 1, -1, 2, -2)\) correspond to a hypothetical case when the ME stabilization energy is zero \( (\epsilon_b = 0) \). This procedure chooses a zero energy, and it is done for convenience only. Our calculations obviously do not depend on the choice of the reference state. In addition, parameter \( 0 \leq \theta \leq 1 \) describes the relative position of the transition state along the reaction coordinate, e.g., for \( \theta = 1/2 \), the transition state is halfway between the reactants and products. For simplicity, we assumed that \( \theta \) is the same for both steps. This approach allows us to analyze the effect of local structure by focusing on \( \epsilon_b \).

Thus, all information about activation energies and prefactors is now contained in \( r_f(0) \). We note that the detailed balance condition requires that:

\[
\frac{r_f(0)}{r_{-f}(0)} = \exp(\beta \epsilon_{str})
\]

(17)

Using Fermi Golden Rule and the analysis in ref 13, one could argue that rates \( r_f(0) \) and \( r_{-f}(0) \) are proportional to \( ||\gamma||^2 \) (or, more precisely, to \( ||\gamma||^2/(E_{str} + E_b)^2 \)) that describes the coupling between \( S_1 \) and \( ^1 \)ME. Strong coupling would correspond to fast rates in both directions and relatively weak dependence on the temperature, while in the case of weak coupling these rates are small and strongly temperature-dependent. Transition rates \( r_f(0) \) and \( r_{-f}(0) \) describe Dexter energy transfer between perfectly isoenergetic chromophores \( (\epsilon_b = 0) \); they fall off quickly with distance (it is generally assumed that Dexter transfer is operational within 10–20 Å). One can anticipate that \( r_r(0) \) and \( r_{-r}(0) \) would be very similar in homologous compounds that share similar structure (e.g., crystalline tetracene and pentacene).

The explicit expressions for transition rates allow us to estimate the average times for the SF process:

\[
\tau = \frac{\exp(-\theta \beta \epsilon_b)}{r_f(0)} + \frac{\exp((\theta - 1) \beta \epsilon_b)}{r_r(0)} + \frac{\exp(\theta \beta \epsilon_b)}{r_r(0)r_{-r}(0)}
\]

(18)

Analysis of eq 18 suggests that there is an optimal value for \( \epsilon_b \) at which the singlet fission is the fastest. A more positive ME stabilization energy lowers the first and third terms, while it also increases the second term. Physically it means that for large and positive \( \epsilon_b \) (bound ME state), the first transition (from state 0 to state 1) is faster, while the second transition (from state 1 to state 2) is getting slower, suggesting that there is some optimal value of the multie exciton stabilization energy. Similar arguments
can be made for negative $\epsilon_b$ (unbound ME); a more negative value would impede the first step but speed up the second. The optimal condition for $\epsilon_b$ can be easily obtained by taking a derivative of $\tau$ with respect to the total binding energy. To illustrate this, let us assume that $\theta = 1/2$. Then by minimizing the time for SF with respect to the total binding energy, we obtain:

$$x^2 = \frac{r_2(0)}{r_1(0)} + \frac{r_{-1}(0)}{r_1(0)}$$

(19)

where we defined an auxiliary function:

$$x = \exp\left(\frac{-\epsilon_b}{2}\right)$$

(20)

Solving eq 19 yields the prediction for the optimal binding energy in terms of transition rates $r_i(0)$:

$$\epsilon_b^* = k_BT \ln \left[ \frac{r_2(0)}{r_1(0)} + \frac{r_{-1}(0)}{r_1(0)} \right] = -\epsilon_{\text{att}} + k_BT \ln \left[ \frac{r_2(0)}{r_1(0)} \right]$$

(21)

We note that, unlike the overall rate, the value of optimal $\epsilon_b$ depends strongly on the free energy landscape, i.e., the value of parameter $\theta$. By choosing $\theta = 1$ instead of 0.5, the minimization of eq 18 yields:

$$x^4 = \frac{r_2(0)}{r_1(0)}$$

(22)

instead of eq 19, giving rise to the optimal value of $\epsilon_b$ that does not depend on $\epsilon_{\text{att}}$:

$$\epsilon_b^* = \frac{k_BT}{2} \ln \left[ \frac{r_2(0)}{r_1(0)} \right]$$

(23)

Let us now analyze eqs 21 and 23. The second term in eq 21 is the same (up to a factor of 2) as eq 23. When $r_2(0) > r_1(0)$, this term is positive. Thus, in the case of $\theta = 1$ (transition state on the product side), optimal $\epsilon_b$ is positive; larger $r_2(0)$ mean more positive values. This can be easily rationalized by analyzing eq 18: large $r_2(0)$ will reduce the magnitude of the second term, while positive $\epsilon_b$ will make the first term smaller (the third term is zero for $\theta = 1$). Consequently, if $r_2(0) < r_1(0)$, negative $\epsilon_b$ (unbound ME) is desired. If $r_2(0) = r_1(0)$, then the optimal value for $\epsilon_b$ is zero; this means that the overall rate for the first step, $r_{\text{ff}}$, should be equal to $r_2$ to achieve the shortest $\tau$.

In the case of $\theta = 0.5$ (transition state between the reactants and products), optimal $\epsilon_b$ depends on $\epsilon_{\text{att}}$. For example, if $r_2(0) \approx r_1(0)$, then:

$$\epsilon_b^* \approx -\epsilon_{\text{att}}$$

(24)

First, we note that in this case $\epsilon_b$ is negative (unbound multie exciton). Thus, if overall thermodynamic driving force for SF is large, then fastest rates are achieved at relatively large and negative multie exciton stabilization energies. However, for small $\epsilon_{\text{att}}$, $\epsilon_b$ should be less negative, to make the first step sufficiently fast. The effect of the second term is exactly as in the case of $\theta = 1$, if $r_2(0) > r_1(0)$, more positive $\epsilon_b$ is required to achieve optimal rate by speeding the first step.

For another limiting case of $\theta = 0$, one can show that the optimal ME stabilization energy must be very large and positive. For all other cases, the optimal ME stabilization energy can be understood by interpolating between the three limiting behaviors explained above.

### 3. ENTROPY CALCULATIONS

Below we provide an illustrative calculation of entropic contributions. As will become evident, the calculation invokes several assumptions; thus, it is of a semiquantitative value. To estimate relative entropic contributions, we rely on the following simple reasoning (similar to that of ref 16). As illustrated in Figure 1, state 0 is delocalized7,8 (or effectively delocalized owing to the ultrafast exciton hopping14); however, state 1 is localized on two neighboring chromophores. Thus, to estimate entropy of state 1, one needs to count by how many ways one can choose a pair of neighboring chromophores from the initially prepared delocalized exciton. In state 2, two triplets are separated; thus, the entropic contribution can be estimated by counting a number of ways in which a multi exciton state can separate within the Dexter radius.

In polycrystalline materials, the initial exciton is delocalized, as evidenced by the noticeable spectral shift (relative to solution) and also supported by electronic structure calculations.7,8 The most thorough study of exciton delocalization is presented in ref 8 where it was found that low-lying singlet excited states exhibit an average electron–hole distance greater than 6 Å. From the figures visualizing the exciton, the exciton appears to be delocalized over about 13 molecules (in pentacene). Also, in agreement with molecular orbital considerations, the delocalization is most prominent in the ab plane.

Figure 2 shows crystal structure of solid pentacene (tetracene) is very similar, except for interlayer distance. In the ab plane, each molecule has six nearest neighbors. The average distance...
between the chromophores in the \( ab \) plane is similar for tetracene and pentacene and is about 6 Å. The distance between the planes is 15 Å in pentacene (and is shorter in tetracene).

We assume that both steps of SF occur in the \( ab \) plane. We begin by calculating the number of chromophore molecules, \( N \), contained in \( n \) coordination shells. Because the \( i \)th coordination shell adds \( 6i \) molecules, then

\[
N = 3n^2 + 3n + 1
\]  
(25)

Using the distance between the chromophores centers, \( n \) can easily be connected with a spatial extent.

To estimate entropic contribution to state 1, we compute the number of unique adjacent chromophore pairs within \( n \) coordination shells. As one can see from Figure 2, the total number of possible pairs for one molecule is 6 (the number of edges that connect it to the nearest neighbors). Therefore, \( 6N \) is the total number of pairs in which the edges inside the black hexagon are counted twice. The number of edges that are outside the black hexagon is \( P_n^i = 3 \times 6 + 2 \times (N_i - 6) = 12n + 6 \), where we have 6 points that have 3 outer edges, and the rest \((N_i - 6)\) have 2 outer edges. \( P_n^i \) is counted only once, so the total number of edges \( P = (6N + P_n^i)/2 \). Thus, the total number of pairs is:

\[
\Omega_1 = 9n^2 + 15n + 6
\]  
(26)

To estimate entropy for state 2, we consider the number of ways that a triplet exciton can hop within the area determined by the Dexter radius. Let \( N \) denote the number of molecules within the Dexter radius (10–20 Å) that comprises \( n \) shells. Then

\[
\Omega_2 = \frac{N(N - 1)}{2} \times 2 = (3n^2 + 3n + 1)(3n^2 + 3n)
\]  
(27)

Here the factor of 2 accounts for the two triplets formed from one ME state. We note that \( \Omega_2 \) depends quadratically on the number of molecules within the Dexter radius, whereas \( \Omega_1 \) depends linearly on the number of molecules covered by the singlet exciton delocalization. This is important because for the second step to be thermodynamically favorable, \( \Omega_2 \) should be greater than \( \Omega_1 \) (\( E_h \) is positive; see Table 1). We note that if the ME state is mobile and can hop, this will contribute toward increasing the effective radius and, therefore, increase \( \Omega_2 \).

Table 2 collects the results of entropic contributions for states 1 and 2 as a function of the number of coordination shells (we note that, in general, \( n \) should be different for state 1 and state 2 because of differences in the underlying physical processes).

### Table 2. Entropic Contributions as a Function of the Number of Coordination Shells

<table>
<thead>
<tr>
<th>( n )</th>
<th>( R, \text{Å} )</th>
<th>( N )</th>
<th>( \Omega_1^n )</th>
<th>( \Omega_2^b )</th>
<th>( \text{TS}_p, \text{eV} )</th>
<th>( \text{TS}_g, \text{eV} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>7</td>
<td>30</td>
<td>42</td>
<td>0.088</td>
<td>0.096</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>19</td>
<td>72</td>
<td>342</td>
<td>0.110</td>
<td>0.150</td>
</tr>
<tr>
<td>3</td>
<td>15</td>
<td>37</td>
<td>132</td>
<td>1332</td>
<td>0.125</td>
<td>0.185</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>61</td>
<td>210</td>
<td>3660</td>
<td>0.137</td>
<td>0.211</td>
</tr>
<tr>
<td>5</td>
<td>25</td>
<td>91</td>
<td>306</td>
<td>8190</td>
<td>0.147</td>
<td>0.231</td>
</tr>
<tr>
<td>6</td>
<td>30</td>
<td>127</td>
<td>420</td>
<td>16002</td>
<td>0.155</td>
<td>0.249</td>
</tr>
</tbody>
</table>

*Using eq 26. * *Using eq 27. * \( k_b = 8.6173 \times 10^{-5} \text{ eV/K} \) \( k_bT = 0.026 \text{ eV at 298 K.} \)

4. DISCUSSION

We begin by analyzing the thermodynamic driving force for the overall SF process. Clearly, the entropic contribution is always beneficial for SF (\( \text{TS}_g > 0 \)). We note that such entropic contributions depend critically on the concentration of chromophore molecules; thus, they will not be operational in dilute solutions, which is partially responsible for low SF yields in isolated covalently linked dimers.\(^2\) We note that in a recent study efficient SF has been reported in pentacene solutions;\(^2\) the kinetics revealed that the process is diffusion-limited, and the yield shows a strong concentration dependence. Whereas it is not surprising that the overall process occurs on a nanosecond time scale (time required for an excited chromophore to find another one to form an excimer, a solution analog of state 0), the kinetics of the ME formation (step 1 in our model) is 3 orders of magnitude slower than in solid pentacene (ref 28 reports 400–530 ps).

On the basis of the results collected in Table 2, and taking 10–25 Å as a radius within which triplet separation may occur, we expect values of \( \approx 0.2 \text{ eV} \), which is sufficient to make SF in tetracene possible. We note that the minimal number of shells required to make \( \Delta G < 0 \) (in tetracene) is 3 (corresponding to \( \text{TS}_g = 0.185 \text{ eV} \)). In pentacene, entropic contributions increase the driving force for SF. We note that possible mobility of the 1ME state and/or triplet separation between the planes will further increase this value.

Despite large uncertainties involved in calculations of entropic contributions, only limited variations in \( \text{TS}_g \) are possible. \( \text{TS}_2 \) has a lower bound determined by endothermicity of SF in tetracene. \( \Delta G_1 \) or \( \Delta G_2 \) may, in principle, be positive; however, too large positive values would make individual steps too slow for the process to occur on a realistic time scale. Thus, we first consider the range of \( \text{TS}_1 \) that would result in \( \Delta G_2 < 0 \) and \( \Delta G_1 > 0 \).

Equation 9 means that the entropic contributions should make the multie exciton unbound, to promote triplet separation. Using \( \text{TS}_2 = 0.185 \text{ eV}, \Delta G_2 < 0, \) but \( \Delta G_1 < 0 \). Using \( \text{TS}_2 = 0.211 \text{ eV} \) \((n = 4)\) or \( 0.231 \text{ eV} \) \((n = 5)\), both conditions can be satisfied with \( \text{TS}_1 = 0.155 \text{ eV} \) \((n = 6)\). The resulting thermodynamic quantities for these two combinations of \( \text{TS}_1 \) and \( \text{TS}_2 \) are summarized in Table 3.

To consider the case when \( \Delta G_2 < 0 \) and \( \Delta G_1 > 0 \) (corresponding to a small yield of 1ME), we also performed calculations for \( \text{TS}_1 = 0.211 \text{ eV} \) \((n = 4)\) and \( \text{TS}_1 = 0.147 \text{ eV} \) \((n = 5)\), as well as \( \text{TS}_1 = 0.185 \text{ eV} \) \((n = 3)\) and \( \text{TS}_1 = 0.147 \text{ eV} \) \((n = 5)\). The results of these two calculations, which correspond to smaller efficient delocalization of \( S_n \), are also given in Table 3.

Let us now analyze eq 18 in more detail. As illustrated by Table 3, the calculated \( c_b \) is very similar in all three compounds; consequently, the values of \( \exp(0.5/\beta\epsilon_b) \) are also very close. Using \( c_b \) computed with \( \text{TS}_1 = 0.147 \text{ eV} \) and \( \text{TS}_2 = 0.211 \text{ eV} \), we arrive at the following:

\[
r^t = \frac{2.05}{r^t(0)} + \frac{1.11}{r^t(2)}
\]  
(28)

\[
r^p = \frac{1.65}{r^p(0)} + \frac{0.61}{r^p(2)}
\]  
(29)

\[
r^h = \frac{1.33}{r^h(0)} + \frac{0.75}{r^h(2)}
\]  
(30)
A reasonable assumption is that $r_1(0)$ is very similar in all acenes (and is probably fast compared to $r_1(0)$, at least in tetracene). Thus, 3 orders of magnitude differences in the rates of SF in tetracene and pentacene should be due to the respective $r_1(0)$. Using a linear free energy approach,25 which argues that the activation energy for a process is proportional to the free energy difference of the reaction, one can write:

$$r_1(0) \sim \exp(\alpha \beta \epsilon_{at})$$  \hspace{1cm} (31)

where $\alpha$ is a coefficient determining the relationship between $E_a$ and $\Delta G$. We note that within this approach $r_1(0)$ should be the same for the three compounds, as it is defined as a hypothetical rate when $\epsilon_{at} = 0$. To account for variations in coupling, we multiply $r_1(0)$ by the respective $\|\gamma\|^2/(E_{at} + E_{b})$, so $\|\gamma\|^2$ is very similar in all acenes, and is probably fast compared to $\epsilon_{at}. \hspace{1cm} (32)$

Note that because we use the same entropic factors for all three compounds, these ratios are determined by $E_{at}$, $E_{b}$, and $\|\gamma\|^2$ alone and, therefore, do not depend on the specific choices of $TS_1$ and $TS_2$ (but they do depend on $T$).

By taking $r_1(0) \approx 10^{10} \text{ s}^{-1}$ and $r_1(0) \approx 10^{14} \text{ s}^{-1}$, one can explain the experimentally observed difference between tetracene and pentacene, and to make a prediction about hexacene:

$$r^1 \approx 201 \text{ ps}$$  \hspace{1cm} (33)

$$r^b \approx 214 \text{ fs}$$  \hspace{1cm} (34)

$$r^h \approx 103 \text{ fs}$$  \hspace{1cm} (35)

The computed times for different choices of $TS_1$ and $TS_2$ are summarized in Table 4. As these results demonstrate, the computed times are quite robust within the reasonable range of variations of $TS_1$ and $TS_2$. We also note that variations of $\theta$ have negligible effect on computed $r$. These simple calculations suggest that:

- The first step is rate-determining in tetracene; it becomes much faster in pentacene and hexacene due to increased thermodynamic driving force ($\epsilon_{at}$) for the SF process.

- One can expect that already in pentacene the rates of step 1 and step 2 might become comparable.

- Within our simple model, the rate of the first step in hexacene becomes very fast; thus, we expect that the second state might become rate-limiting.

- We expect that the rate of SF in hexacene will be comparable (yet slightly faster) to that in pentacene.

- Computed $\|\gamma\|^2$ are very similar in all three compounds; thus, the relative strength of couplings is unlikely to be responsible for very different rates of SF in tetracene and in pentacene.

Of course, the presented calculations should be regarded as of qualitative value, owing to the simplicity of the model and numerous assumptions. Yet, they present a framework for analyzing the growing data on the kinetics and yields of SF in various systems. Moreover, they highlight the relative significance of different factors (singlet–triplet energy gaps, entropic factors, and couplings) for the overall rate of SF.

Using the above values of $r_1(0)$ and $r_2(0)$, we compare the computed $\epsilon_b$ with the optimal values, as predicted by eq 21. The results for $\theta = 0.5$ and $\theta = 1$ are summarized in Table 3. We note that in tetracene, optimal $\epsilon_b$ is positive, consistently with a very slow first step owing to a small thermodynamic drive due to small $\epsilon_{at}$. One can easily see that while the calculations of rates are relatively insensitive to the value of parameter $\theta$ that characterizes the free energy landscape, the optimal value of $\epsilon_b$ is strongly $\theta$-dependent. When using $\theta = 0.5$, $\epsilon_b$ is 1–2 orders of magnitude larger than the actual $\epsilon_b$. When using $\theta = 1$ (transition state at the product side), the computed optimal multie exciton stabilization energies (using eq 23) are 0.089 eV, 0.001 eV, and −0.020 eV for tetracene, pentacene, and hexacene, respectively; these values are much closer to the actual $\epsilon_b$. Without more detailed knowledge of the free energy surface, it is unclear whether these systems are close to the optimal state.

To further test our model, we estimated the rate of SF in DPT; this material shows very efficient SF, with fast and slow rate components of 1.3 and 105 ps, respectively.19 We employ $TS_1 = 0.147$ eV and $TS_2 = 0.211$ eV. Admittedly, this is a very crude estimate, as one may expect that the entropic contributions in an amorphous solid could be rather different. While the physical nature of excitons in amorphous solids is different from crystalline materials, simple estimates suggest that their effective radius of delocalization (for the purpose of counting microstates in entropy calculations) may be similar. The spectra of solid DPT and DPT in solutions are identical indicating the localized nature of the initial exciton. However, as shown by the ab initio molecular dynamics simulations,19 the initially excited state in DPT hops around frequently (about once per 100 fs), giving rise to effective delocalization (for the purpose of calculating entropic contributions), i.e., in the

---

### Table 3. Relevant Thermodynamic Quantities (eV) in Tetracene, Pentacene, and Hexacene at 298 K

<table>
<thead>
<tr>
<th></th>
<th>$\epsilon_a$</th>
<th>$\epsilon_t$</th>
<th>$\epsilon_b(\theta = 0.5)$</th>
<th>$\epsilon_b(\theta = 1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tetracene</td>
<td>0.031</td>
<td>−0.028</td>
<td>0.147</td>
<td>0.089</td>
</tr>
<tr>
<td>Pentacene</td>
<td>0.421</td>
<td>−0.018</td>
<td>−0.423</td>
<td>0.001</td>
</tr>
<tr>
<td>Hexacene</td>
<td>0.531</td>
<td>−0.007</td>
<td>−0.571</td>
<td>−0.020</td>
</tr>
</tbody>
</table>

### Table 4. Computed Characteristic Times for Tetracene, Pentacene, and Hexacene

<table>
<thead>
<tr>
<th>$TS_1$, eV</th>
<th>$TS_2$, eV</th>
<th>$r^1$, ps</th>
<th>$r^b$, fs</th>
<th>$r^h$, fs</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.155</td>
<td>0.211</td>
<td>171</td>
<td>202</td>
<td>112</td>
</tr>
<tr>
<td>0.155</td>
<td>0.231</td>
<td>256</td>
<td>243</td>
<td>94</td>
</tr>
<tr>
<td>0.147</td>
<td>0.211</td>
<td>201</td>
<td>214</td>
<td>103</td>
</tr>
<tr>
<td>0.147</td>
<td>0.185</td>
<td>121</td>
<td>192</td>
<td>141</td>
</tr>
</tbody>
</table>
course of 1 ps, the exciton will cover a sphere of the radius of about 20 Å, which is indeed very close to the exciton size in tetracene and pentacene.

Using experimental $E_{st} = 0.08$ eV and computed (using the same protocol) $E_{ff} = 0.022$ eV and $||\gamma||^2 = 0.140$, we arrive at $t^{DPT} = 0.6$ ps, which is in a semiquantitative agreement with the experimental trend. On the basis of our model, efficient SF in DPT can be attributed to an improved energy gap ($E_{st}$) which increases thermodynamic drive and also increased coupling.

Using our estimates of the entropic terms, we evaluate anticipated differences in the rate of the first step, $r_{st}$, for covalently linked dimers or in solutions (assuming that an excimer-like dimer is already formed). Assuming that all electronic factors ($E_{stt}$, $E_{ff}$ and $||\gamma||^2$) are the same in the dimers as in the respective solids (which is of course a rather crude approximation), the ratio is (using the linear free energy approach and $\alpha = 0.5$):

$$r_{1\text{ dimer}}:r_{1\text{ solid}} = \exp(-0.5\beta(TS_{st})) \approx 0.03-0.05 \quad (36)$$

Thus, due to the entropic factors alone, the dimers (either covalently linked or excimers formed in solutions) are expected to exhibit $S_1 \rightarrow ME$ rates that are about 20–30 times slower than in respective pristine solids. Of course, to evaluate the actual rates, one should also take into account changes in the electronic factors. When applied to covalently linked dimers from ref 27, our model reproduces the observed 3 orders of magnitude drop in SF rates; the analysis of different components reveals that both electronic (couplings, variations in energies) and entropic factors are important.

As a final remark, our model predicts a very weak temperature dependence of the first step, $S_1 \rightarrow ME$, in tetracene. Using the same parameters as in the rate calculations above (and $\Omega_1 = 306$ and $\Omega_2 = 3660$; see Table 2), the model predicts that the characteristic time of the first step in tetracene will increase only by a factor of 2 when the temperature is lowered by 100 K. The second step, however, is more sensitive, and the respective time will increase by a factor of 15. These results are in qualitative agreement with recent experimental observations. The weak dependence can be easily rationalized by writing the rate as:

$$r \sim \exp\left(-\frac{\alpha \Delta G}{k_B T}\right) = \exp\left(\frac{\Delta S}{k_B}\right) \exp\left(-\frac{\epsilon \Delta E}{k_B T}\right) \quad (37)$$

Thus, when electronically a reaction is nearly isoergic ($\Delta E \approx 0$), the relative importance of the temperature-dependent second term is small. In our calculation, we assumed that exciton delocalization is not affected by temperature. However, at low temperatures, superradiant emission from tetracene has been reported by Bardeen and co-workers and attributed to an increase in the coherence length. Thus, one may expect an increase of exciton delocalization that will enhance the relative importance of the entropic contribution. This would result in reducing the temperature dependence even further.

5. CONCLUSIONS

We employed a simple three-state model for the SF process to interrogate the relative significance of different factors. By considering a series of three acenes (tetracene, pentacene, and hexacene), we (i) explained the experimentally observed 3 orders of magnitude difference in the rate of SF in tetracene and pentacene, (ii) predicted that the rate of SF in hexacene will be slightly faster than in pentacene. This trend is driven by the increased thermodynamic drive for SF (Gibbs free energy difference of the initial excitonic state and two separated triplets). The important role of entropy was discussed; the anticipated magnitude of entropic contributions was illustrated by simple calculations. The entropy is crucially important; it allows an unfavorable electronic energy difference in tetracene to be overcome. Entropy also facilitates the separation of the two bound triplets (multiexciton state, $1ME$) into two independent triplets. The entropy increases both in the first ($S_1 \rightarrow 1ME$) and in the second ($1ME \rightarrow 2T_1$) steps. In the former, the entropy increase is due to a delocalized nature of the initial exciton and a localized nature of a multiexciton state (there are multiple ways in which one can choose a dimer from the delocalized exciton). We note that, although completely different in the underlying physics, either delocalization of an excited state in an ordered polycrystalline solid or a high mobility of a localized exciton in disordered solids that enables sampling a certain volume during an exciton’s lifetime leads to the same final result in terms of counting microstates in entropy calculations. In the second step, the entropy increases due to multiple possible ways in which the ME state can separate into two triplets. We note that the leading factor in computing these entropic contributions is due to the structure of the respective solids.

We anticipate that in dilute solutions the entropic drive for the first step will not be operational, resulting in a slower kinetics (at least 20–30 times slower) and reduced yields. Thus, in compounds in which SF is endoergic, such as tetracene, SF is expected to be significantly impeded. Pentacene, in which SF is exoergic and does not require additional entropic drive, does exhibit SF in solutions; however, the rate of the multiexciton formation from an excimer-like dimer is 3 orders of magnitude slower than in solid pentacene. We predict that SF is likely to be slow and inefficient in isolated covalently bound dimers of tetracene derivatives, even if the coupling elements are optimized, unless of course the substituents or solvent change the electronic energies of the $S_1$ and ME states such that the ME state drops below $S_1$. Low yields (3–5%) and 3 orders of magnitude slower SF rates have been reported for covalently linked tetracene dimers; our model reproduces this trend in the rate.

Another important conclusion is that for an efficient SF, the two thermodynamic quantities, $\epsilon_b$ and $\epsilon_{st}$ may need to be balanced; furthermore, the $r_{1(0)}:r_2(0)$ ratio also affects optimal $\epsilon_b$. We illustrate that under certain conditions there is an optimal relationship between $\epsilon_b$ and $\epsilon_{st}$. For example, for large $\epsilon_b$ the first transition (from state 0 to state 1) is faster, while the second transition (from state 1 to state 2) is getting slower, suggesting that there is some optimal value of the multiexciton stabilization energy for a given $E_{st}$.

Estimates of optimal ME stabilization energies in the three acenes suggest that their $\epsilon_b$ might be too small; thus, the rates of SF in these compounds can be further optimized by designing materials with larger multiexciton stabilization energies. We note that $\epsilon_b$ values can be tuned by either electronic or entropic contributions.

Our estimate of the SF rate in DPT is in semiquantitative agreement with the experimental trend. The calculations suggest that the increased efficiency of DPT relative to tetracene is due to the reduced energy gap ($E_{st}$).

The model also explains weak temperature dependence of the $S_1 \rightarrow ME$ step in tetracene. This is a consequence of a significant entropic drive of this step.
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