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ABSTRACT: Benchmark calculations of the lowest ionized state of the (A:T), (mixed
adenine—thymine) cluster at the geometry taken from the DNA X-ray structure are presented. .
Vertical ionization energies (IEs) computed by the equation-of-motion coupled-cluster
method with single and double substitutions are reported and analyzed. The shift in IE relative
to the monomer (A) is —0.7 eV. The performance of the widely used B3LYP, ®B97X-D, and
MO06-2X functionals with respect to their ability to describe energetics and the character
(localization versus delocalization) of the ionized states is also investigated. The shifts in IEs

H-bonding
(-0.20 eV)

Jo e

stacking (-0.35 eV)

caused by H-bonding and stacking interactions are analyzed in terms of additive versus

cooperative effects. It is found that the cooperative effect accounts for more than 20% of the shift in IE relative to the monomer.
The cooperative effect and, consequently, the magnitude of the shift are well reproduced by the hybrid quantum mechanics/
molecular mechanics scheme in which neutral thymine bases are represented by point charges.

SECTION: Molecular Structure, Quantum Chemistry, and General Theory

Formation of ionized nucleic acid bases (NABs) is the
primary step of DNA photo- and oxidative damage that
can cause mutagenesis and initiate programmed cell death."
Once formed, the electron hole can propagate for a long
distance along DNA’s chain, initiating chemical processes far
away from the original hole creation site.> Important for
understanding a biologically relevant process, oxidative damage
of DNA, charge transfer through DNA has also attracted
attention in the context of nanotechnology applications. In
particular, DNA has been considered as an important element
in nanomaterial design, owing to its self-assembling ability.
During the past decade, a number of artificial DNA-based 3D
structures and nanomechanical devices were build.* Roth-
emund developed an algorithm for design of arbitrary DNA-
based spatial structures.” The idea of using DNA z-stacked
arrays as a one-dimensional conducting material was originally
suggested by Eley and Spivey.® Although isolated DNA is found
to be an insulator,” doped DNA in vacuum can be used as an
electron-transferring material; ion transfer can be achieved by
using solvated DNA.” All of these properties make DNA and its
derivatives especially promising materials for nanoelectronics.”®

Motivated by the above applications, a number of theoretical
studies on ionized states of NABs,” *® their clusters,**>® and
nucleotides and nucleosides’ >*> have been reported. In
contrast to theoretical studies of NABs (monomers) and
their dimers, for which highly accurate theoretical results are
available, ab initio analysis of the ionized states of larger NAB
aggregates has mainly employed density functional theory
(DFT) methods.>* These results should be taken with caution
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as standard DFT approaches tend to overestimate delocaliza-
tion of the electron hole due to self-interaction error (SIE),>”*®
of which the Hj dissociation curve is the most striking
example.35 SIE, which is present in most functionals, causes
artificial stabilization of the delocalized charge®*** spoiling the
description of Rydberg and charge-transfer excited states (see,
for example, refs 39 and 40), vibronic interactions,*"** and
charge distribution in the ground-state charge-transfer
systems.”® In the context of DNA, Mantz et al.”” have shown
that a correction for SIE is necessary for a qualitatively correct
description of hole delocalization in stacked NAB dimers. On
the basis of the comparison with the CASPT?2 results, Voityuk
et al.*® concluded that hybrid functionals including B3LYP are
appropriate for description of the character of the ionized state
within a Kohn—Sham Koopmans-type scheme, that is, when
the charge distribution of the hole is represented by the density
of the highest occupied molecular orbital (HOMO) of the
neutral. However, direct Kohn—Sham calculations of ionized
species using the same functionals fail to predict the correct
hole localization pattern.43 Moreover, it is well-known that
Koopmans ionization energies (IEs) are dramatically under-
estimated by many functionals. For example, the B3LYP
HOMO energy of adenine is 6.4 eV, whereas the respective IE
computed as the energy difference (ASCF) is about 8.4 eV.
The MO06-2X functional was reported to be successful in
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Table 1. Vertical IEs (eV) of the Adenine Monomer and Dimer, the Mixed Adenine—Thymine (AT) Dimer, and the (A:T),

Tetramer”

system
method Ay AA; AT(WC)g Alpna AApna AlT1pys AATTpna

B3LYP/6-311+G(d,p) 8.37 7.82 7.88 8.29 7.62 7.91 7.25
B3LYP/6-311+G(df,pd) 8.38 7.83 7.89 8.29 7.63 7.91 7.27
®B97X-D/6-311+G(d,p) 8.45 8.11 8.15 8.36 7.92 8.17 7.57
®wB97X-D/6-311+G(dfpd) 8.4S 8.13 8.16 8.37 7.93 8.18 7.59
MO06-2X/6-311+G(d,p) 8.62 8.26 8.33 8.36 8.05 8.35 7.71
MO06-2X/6-311+G(df,pd) 8.64 8.29 8.35 8.37 8.07 8.37 7.74
EOM-IP-CCSD/6-31G 7.94 7.71 7.59 7.82 7.47 7.62 7.09
EOM-IP-CCSD/6-311+G(d,p) 8.35 8.02 8.01 8.21 7.81 8.01

“IEs of the monomer and the dimers are computed at the geometries optimized for isolated species [Ag, AA, AT(WC)g] as well as at the unrelaxed
geometries taken from B-DNA (Alpys, AApna AlTIpns AATTpy,; see the computational details in the Supporting Information).

qualitative and quantitative description of ionized states of long
stacks of DNA bases (adenine and guanine).”* Long-range
corrected functionals,**™*® such as wB97X"’ and BNL,"™
mitigate SIE and result in an improved description of ionized
states.

The goal of this work is to provide high-level benchmark
calculations of the IEs for model system of the stack of two AT
(adenine—thymine) base pairs, AATT or (A:T),. The results
are used to assess the accuracy and applicability of less
computationally demanding approaches, such as DFT with the
commonly used B3LYP functional as well as M06-2X and
@wB97X-D.

Semiempirical model Hamiltonian methods are often used
for theoretical description of the charge migration through the
extended systems such as DNA chains* ' and molecular
solids.>>** As input data, these methods require site energies,
that is, the hole energy on a particular center, and coupling
integrals. These quantities can be extracted from quantum
chemical calculations. The overall accuracy of the charge
migration rate depends critically on the accuracy of these
parameters. Therefore, it is extremely important to have reliable
reference data for model systems.> In addition, knowledge of
the degree of the hole delocalization over neighboring bases is a
prerequisite for appropriate choice of the quantum part in the
QM/MM (quantum mechanics/molecular mechanics) calcu-
lations. For example, choosing too small a QM part will lead to
artificial hole localization (and, of course, erroneous energetics)
in the QM/MM calculations. In the context of ionized DNA,
the important question is how many bases one needs to include
in the QM part for a qualitatively correct description of an
ionized state.

The equation-of-motion coupled cluster method for
ionization potentials (EOM-IP-CCSD)**7® is the method of
choice for the description of ionized states. In this approach,
the problematic target open-shell wave functions are described
by applying a Koopmans-like excitation operator R to the
reference CCSD wave function representing a neutral closed-
shell system

WEOMTE(N — 1) = Re"@y(N) (1)
where ®((N) is the reference determinant of the N-electron
neutral system, T is the coupled cluster operator including
single and double substitutions, and R consists of 1h and 2h1p
(1 hole and 2 hole—1 particle) operators generating (N — 1)-
electron determinants from the N-electron reference. Ampli-

A

tudes T are found by solving the CCSD equations for the
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ground-state wave function of the neutral, while amplitudes R
are obtained by a subsequent diagonalization of the similarity
transformed Hamiltonian, H = e THe’.

EOM-IP-CCSD does not suffer from spin contamination or
symmetry breaking and simultaneously includes dynamical and
nondynamical correlation. It describes multiple electronic states
in one calculation and treats states with a different number of
electrons on the same footing. In addition to IEs, EOM-IP-
CCSD yields accurate energy splittings between the ionized
states and smooth potential energy surfaces along charge-
transfer coordinates.”” This method has been successfully
applied to describe the electronic structure of ionized benzene
dimers,**>® water clusters®®®> and nucleobases in the gas
phase,” small clusters,”* > and species in bulk solvent.**** In
particular, EOM-IP-CCSD has been used to characterize hole
delocalization in ionized noncovalent dimers0~>>*#7265%57
We also employ a less expensive approximation to EOM-IP-
CCSD, IP-CISD (configuration interaction with single and
double substitutions for ionized states).®®

Here, we present benchmark calculations of the lowest
ionized states of the (A:T), cluster at the geometry taken from
the DNA X-ray structure.’® We report the EOM-IP-CCSD
vertical IE. We also compare the performance of widely used
B3LYP as well as long-range and dispersion-corrected wB97X-
D*7%7 and meta-GGA M06-2X*® functionals with respect to
their ability to describe the energetics (ie, IEs) and the
character (localization versus delocalization) of the ionized
states.

As adenine has a lower IE than thymine, the hole in the
tetramer should be localized on A. An important question is
how the interactions with the second A and with thymines
affect the energy and the character of the ionized state. In our
work on NAB dimers, 2’ 72%**726 ywe interrogated the effect of
m-stacking and H-bonding interactions on IEs and the hole
shape. Owing to the complicated electronic structure of ionized
states, one can expect significant nonadditive effects in larger
clusters. Using the tetramer example, we analyze relative
magnitudes of the IE shifts caused by H-bonding and stacking
interactions in terms of additive versus cooperative effects. The
latter is important for developing more realistic (in terms of
computational cost) models for simulating charge-transfer
processes in DNA. We also present the analysis of the shifts
in terms of electrostatic interactions between the ionized and
neutral fragments. Finally, we investigate whether the shift can
be reproduced by a QM/MM calculation in which the two
adenines are treated quantum-mechanically, whereas the
thymine moieties are represented by point charges. In this
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scheme, the wave function (QM part) is polarized by the
electrostatic field of the MM (point charges) subsystem via
Coulomb terms added to the one-electron QM Hamiltonian.
These calculations enable a more quantitative and detailed
analysis of the cooperative effect.

Table 1 presents the EOM-IP-CCSD IEs of the model
systems at the geometry corresponding to the (A:T), cluster
carved from DNA, that is, Alpya, AApna AlTIlpys and
AATTpya, as well as those for the optimized structures (Ag,
AA,, ATg). A detailed description of the computational setup
and model systems is given in the Supporting Information.

The MOs representing the lowest ionized states are shown in
Figure 1. According to both EOM-IP-CCSD/6-31G and EOM-
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Figure 1. The Hartree—Fock HOMOs and the total positive charge
(NBO) on each base in the dimers and tetramer according to the IP-
CISD (red), @B97X-D (green), M06-2X (orange), and B3LYP (blue)
calculations. The 6-31+G(d,p) and 6-31G bases were used for the IP-
CISD calculations of AA and AIT1, respectively.

IP-CCSD/6-311+G(d,p), the lowest ionized state in all
considered systems is of Koopmans character (i.e., the leading
R, amplitudes are larger than 0.9), and therefore, the Hartree—
Fock HOMO of the neutral represents the electron hole well.

As expected, the HOMO of the A1T 1y, dimer is composed
of adenine’s HOMO, that is, the hole is localized on A. Despite
the low symmetry of our AApy, dimers, the hole is delocalized
between the two bases and resides on the orbital that can be
described as an out-of-phase linear combination of the HOMOs
of the two A monomers. The shape of the HOMO of the
(A:T), tetramer is very similar to that of the AA dimers; the
addition of the TT stacked pair does not affect the character of
the ionized state. We also tested whether adding just one T
may localize the hole on one of the adenines and found that the
hole remains delocalized (the respective MOs are given in the
Supporting Information).

The effects of H-bonding and stacking interactions on the
IEs of the cluster are quantified in Figure 2. Both interactions
have a pronounced effect on the IE of A; stacking interactions
result in the decrease of IEs by stabilizing the hole via
delocalization, whereas the electrostatic interactions are
responsible for the IE decrease in the H-bonded dimer. This
observation is in agreement with the results of the recent
studies of the electronic structure of ionized states in the NAB
dimers.>"*>**72 In the largest cluster, the tetramer, the bases
experience both types of interactions, similar to the native DNA
environment. Moreover, there are also interactions between A
and T that are not H-bonded, that is, cross interactions
between the bases. An important question for future studies of
more complex and realistic systems is whether the delocaliza-
tion of the hole remains the same as that in the stacked dimer
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Figure 2. The effects of hydrogen bonding and stacking interactions
on the IE of adenine and the additivity analysis using IP-CISD (red),
®B97X-D (green), and B3LYP (blue). Cooperative effects account for
more than 20% of the IE shift at the EOM-IP-CCSD level. A, AT, AA,
and (A:T), correspond to Apys AlT1pna AApns and AATTy,
clusters, respectively.

and whether the changes in IEs due to H-bonding and 7-
stacking interactions are additive or there is a cooperative effect.
Although the hole is delocalized over two adenines in the
(A:T), complex, one can expect similar shifts in IEs due to
electrostatic interactions with T as only half of the charge
resides on each adenine interacting with thymine. To test the
additivity of these effects, we analyzed the shifts in IEs. Stacking
interactions result in a shift of —0.35 eV. H-bonding causes a
decrease in the IE of 0.20 eV. Therefore, assuming additivity of
H-bonding and stacking interactions in the AATTpy, cluster,
the estimated shift is —0.55 eV, to be compared with a
computed shift of —0.73 eV (EOM-IP-CCSD). Therefore, 0.18
eV can be attributed to the cooperative H-bonding and z-
stacking interactions. As illustrated by the analysis below, the
cooperative effect is dominated by the electrostatic interactions
between the non-H-bonded A1(A2) and T2(T1) bases (cross
interactions); however, it also includes polarization contribu-
tions.

The origin of the cooperative effect is revealed by the analysis
of charge—dipole interaction energies, similar to the one
reported in ref 21 for AT and other NAB dimers. In this
qualitative analysis, we replace the ionized moiety of the cluster
(Al or A2) by the NBO atomic point charges, whereas the
neutral fragment is represented by its dipole moment, whose
center is located at the molecular center of mass. We then
compute the energy of charge—dipole interactions between the
fragments as a sum over all atomic point charges

9.0
27

i=,N i

cos(6) |
@

where N is the number of atoms, g; is the atomic point charge
on the ith atom, D is the dipole moment of the neutral
fragment, r is the vector connecting atom i with the center of
mass of the neutral fragment, and 0 is the angle between r and
the dipole moment of the neutral fragment.

The results of this analysis are summarized in Figure 3. To
assess whether the electrostatic cross interactions are
responsible for the cooperative effects in the IEs shifts, we
compared three quantities, (i) the charge—dipole interaction
energy in the AlTl1py, ionized dimer and the difference
between the IE of AlT1py, and Alpy,; (ii) the pairwise
charge—dipole interaction energy in the AATTpy, cluster and
the shift of AATTpy, relative to Alpy, with the subtracted
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Figure 3. Comparison of the IE shifts with computed charge—dipole
interaction energies in the three model systems: (i) the charge—dipole
interaction energy in the A1T1py, ionized dimer [E(Q(A1) — d(T1)]
and the shift in IE of A1T1py, relative to Alpya [IE(A1T1pna) —
IE(Alpya)]; (ii) the AATTpy, cluster where only the effect of H-
bonding is considered, for example, the pairwise charge—dipole
interaction energy in the AATTpy, cluster, E(Q(Al) — d(T1)) +
E(Q(A2) — d(T2)) + E(Q(A1) — d(T2)) + E(Q(A2) — d(T1)), is
compared to the shift of AATTpy, relative to Alpy, with the
subtracted contribution of the stacking interaction [IE(AATTpy,) —
IE(AApns)]; and (iii) the AATTpy, cluster where only the
cooperative effects are considered, for example, the energy of the
electrostatic cross interactions between the bases [E(Q(A1) — d(T2))
+ E(Q(A2) — d(T1))] and the cooperative effect in the IE shifts
[IE(AATTpys) — IE(AApy,) — IE(AIT1py,) + IE(Alpy,)]. The red
dashed line shows a linear fit of the data (y = —0.011 + 1.66x, R* =
0.97). ®B97X-D/6-311+G(dfpd) IEs are used.

contribution of the stacking interaction; and (iii) the energy of
the electrostatic cross interactions between the bases and the
cooperative effect in the IE shift. One can see that there is a
reasonable correlation (R* = 0.97) between the electrostatic
charge—dipole interaction energies and the observed shifts.
Thus, we conclude that the electrostatic cross interaction
between A1(A2) and T2(T1) is the dominant cause of the
cooperative effect.

To gain a more quantitative insight into the cooperative
effect, we performed a series of calculations with the QM/MM
electronic embedding approach. In the lowest ionized state, the
hole is localized on the two A units; therefore, we included one
or both adenines in the QM part while representing thymines
by point charges. This scheme accounts for QM/MM
electrostatic interaction and polarization of the QM part by
the MM subsystem (thymine point charges). The results of the
EOM-IP-CCSD/6-31+G(d,p) QM/MM calculations are sum-
marized in Table 2.

When we consider a single adenine in the QM part (such as
in the A1:T1, A1:T2, A2:T1, or A2:T2 clusters), the shifts due
to interaction with the H-bonded thymine and with the non-H-
bonded thymine are similar (Table 2). For A2, the shifts are
almost identical when either T1 (QM:A1/MM:T1) or T2
(QM:A1/MM:T2) is represented by point charges, that is, the
shifts are —0.23 and —0.20 eV, respectively. Therefore, the
combined electrostatic and QM polarization contributions to
the IEs shifts (relative to the isolated A) due to the interactions
of A with H-bonded T or non-H-bonded T are very similar in
magnitude. This confirms that the cross interactions in the
AATTpy, system are significant. For Al, the effect of adding
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Table 2. QM/MM EOM-IP-CCSD/6-31+G(d,p)/Point
Charges and Pure QM EOM-IP-CCSD/6-31G Vertical IEs
(eV) of the Representative Adenine—Thymine Clusters with
the Geometries Extracted from the AATTy, system®

EOM-IP-CCSD/ EOM-IP-CCSD/

6-31+G(d,p) 6-31G

IE, eV AIE, IE, eV AIE,
Alpa 8.17 0.0 Alpa 7.82 0.0
QM:A1/MM:T1 7.91 —0.26 AlT1pns 7.62 —0.20
QM:A2/MM:T2 7.97 —0.20
QM:A2/MM:T1 7.94 —-0.23
QM:A1/MM:T2 7.97 —0.20

IE, eV AIE,, IE, eV  AIE,,

AApna 7.77 0.0 AApna 7.47
QM:A1A2/MM:T1 755  —022  AATlpy, 726 —021
QM:A1A2/MM:T2 7.57 —-0.20
QM:A1A2/MM:T1T2 7.30 —042  AATTpna 7.09 —0.38

“IEs are computed with one or two adenines included in the QM part
and one or two thymines represented by point charges. Also shown are
the shifts in IEs with respect to the Alpy, monomer, AIE,, and
AApn, dimer, AIE,,.

T1 (—0.26 eV shift) is slightly higher than that of adding T2
(—0.20 eV). This is probably due to a less favorable orientation
of the T2 dipole moment relative to the hole density of the Al
ionized state.

In a larger model system with both adenines included into
the quantum part, the shifts due to adding either T1 or T2 are
essentially the same, —0.22 and —0.20 eV, respectively. We note
that these AA—T interactions are additive and the resulting IE
shift in the AAT Ty, cluster with respect to AApy, is —0.42
eV, which is exactly the sum of the IE shifts due to addition of
each of the thymine moieties. Thus, the polarization of the QM
electronic density by the MM part is not essential for this
particular system, and the QM/MM interaction can be well-
described by the electrostatic interaction of the AA hole density
with the thymines’ point charges. Nonsignificant polarization of
the AA ionized state wave function by the electrostatic field of
the thymines is consistent with similar shapes of the HOMOs
of the AA:T1 and AA:T2 systems (Supporting Information,
Figure S1).

Therefore, for a proper QM/MM description of the ionized
DNA bases with the complementary strand in more realistic
model systems of ionized DNA, it is necessary to account for
electrostatics and hole delocalization over the stacked bases.
Finally, we note that the IE shifts computed with the QM/MM
scheme (EOM-IP-CCSD/6-31+G(d,p)) reproduce EOM-IP-
CCSD/6-31G IEs with very good accuracy, —0.26 versus —0.20
eV and —0.42 versus —0.38 eV for A1T1y, and AAT Ty,
respectively.

It is also informative to compare the performance of B3LYP,
@B97X-D, and M06-2X against the EOM-IP-CCSD and IP-
CISD approaches. Figure 1 shows the NBO charge distribution
over the ionized bases. ®¥B97X-D, M06-2X, and IP-CISD result
in the hole being completely localized on A for the A1T1py,
dimer and nearly equally delocalized over the two A bases for
the AApns dimer. Because the IP-CISD calculations for
AATTpya are expensive, the NBO analysis for this system
was only performed using DFT. Because the charge distribution
in AApya and A1T1py, is very similar for ©B97X-D, M06-2X,
and IP-CISD, we expect good agreement for the AAT Ty,
tetramer. On the basis of the ®B97X-D and M06-2X charge
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distributions, we observe that the charge distribution in the
tetramer is indeed very similar to that in AApy,. Importantly,
due to SIE, B3LYP strongly overestimates delocalization of the
ionized states, as follows, for example, from charge distribution
for the AlT1py, dimer, where B3LYP predicts 0.28¢ being
located on T (relative to 0.0le predicted by IP-CISD). This
delocalized ionized state manifests itself in the shifts of IEs,
which are much higher for B3LYP than those for ®B97X-D and
IP-CCSD for the AT systems, for example, 0.38 versus 0.19 eV
for B3LYP and wB97X-D, respectively. Moreover, the B3LYP
shifts show no cooperative effect of H-bonding and 7-stacking
(Figure 2). Therefore, B3LYP is not an appropriate method for
either a qualitative or quantitative description of ionized states
of NAB clusters and related systems with competing H-
bonding and stacking interactions. Interestingly, although
@wB97X-D and MO06-2X provide nearly identical charge
distributions between the dimers and the tetramer (Figure 1),
MO06-2X overestimates the absolute values of the IEs by up to
0.36 and 0.17 eV, relative to the EOM-IP-CCSD and wB97X-D
values, respectively (6-311+G(d,p) basis, Table 1). Therefore,
for the quantitative estimate of the tetramer’s IE, we use the
@wB97X-D value as described below.

The AApya dimer is chosen as a model for the energy
additivity scheme as it best represents the character of the
ionized state of the AAT Ty, system. The EOM-IP-CCSD/6-
31G IE shift for the AATTpy, relative to AApyy, is 0.38 eV.
®B97X-D/6-311+G(d,p) yields a similar shift of 0.35 eV and
gives the IE value of 7.57 eV (for AATTpy,). However, as one
can see from Table 1, @B97X-D/6-311+G(df,pd) tends to
overestimate IEs for the monomers and dimers by ~0.2 eV.
Two interpolation schemes can be used to obtain an estimate of
the EOM-IP-CCSD/6-311+G(d,p) IE of the AAT Ty, system.
The first one is based on the basis set interpolation [EOM-IP-
CCSD values are used, eq 3] and assumes that the basis set
error is the same for the AApy, and AATTy, systems. Indeed,
the shifts in IE due to the basis set extension from 6-31G to 6-
311+G(d,p) are nearly constant (0.4 eV) at the EOM-IP-
CCSD level of theory for all considered clusters (Table 1). The
second scheme is based on the method extrapolation [the same
6-311+G(d,p) basis set is used, eq 4]. Note that the IE shifts
obtained with EOM-IP-CCSD/6-31G and wB97X-D/6-
311+G(d,p) are similar, and therefore, the two estimates are
very close, 7.43 and 7.46 eV for interpolation schemes from eqs
3 and 4, respectively. The agreement between the two
approaches validates the energy additivity schemes.

IEEOM-IP-CCSD/6-311+G(d,p)
AAT T,

| EOM-IP-CCSD/6-311+G(d,p)
A'ADNA

— JEEOM-IP-CCSD/6-31G
AADNA

EOM-IP-CCSD/6-31G
+ IE a1t

~ 1

©)

I EOM-IP-CCSD/6-311+G(d,p)
AATTpn,

~ 1 EOM-IP-CCSD/6-311+G(d,p) @B97X-D/6-311+G(d,p)
~ I:EAADNA + IEAATTDNA

_ [E®B97X-D/6-311+G(dp)
AADNA

(4)

In summary, we report high-level quantum chemistry (EOM-
IP-CCSD) benchmark calculations of IEs for the NAB tetramer
(A:T),. The magnitude of the shift relative to adenine is —0.7
eV. Our best estimate of the absolute value of the vertical IE in
the tetramer is 7.4 eV. Analysis of the relative magnitudes of the
shift in IEs induced by H-bonding and stacking interactions
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reveals that there is a significant cooperative effect accounting
for more than 20% of the total shift in adenine’s IE. The
cooperative effect is dominated by the electrostatic cross
interactions (i.e., between adenine with a non-H-bonded
thymine). Our calculations clearly show that at least two
stacked NABs should be included into the quantum part for
QM/MM simulations of DNA ionization due to the delocalized
character of the ionized state. The results of the QM/MM
calculations, in which two adenines are included in the QM and
the thymines are described by point charges, agree well with the
full EOM-IP-CCSD calculation. Therefore, one can expect that
electronic embedding QM/MM schemes should reproduce
cooperative effects with at least two stacked bases included in
the quantum part.

Our calculations show that the wB97X-D and MO06-2X
functionals provide a qualitatively correct description of the
ionized state of the (A:T), model system, @B97X-D IEs being
in slightly better agreement with the EOM-IP-CCSD values.
The B3LYP functional provides a qualitatively incorrect picture
of the ionized state due to SIE, leading to overestimation of the
hole delocalization.
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