Fission of Entangled Spins: An Electronic Structure Perspective
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ABSTRACT: Electronic structure aspects of singlet fission process are discussed. Correlated adiabatic wave functions of the bright singlet and dark multiexciton states of tetracene and pentacene dimers are analyzed in terms of their character (excitonic, charge-resonance, multiexciton). At short interfragment separation (3.5–4 Å), both multiexcitonic and singly excited singlet states have noticeable charge-resonance contributions that fall off quickly at longer distances. Nonadiabatic couplings between the states are discussed. The limitations of diabatic framework in the context of singlet fission are explained. Based on the Cauchy–Schwarz inequality, we propose using the norm of one-particle transition density matrix, $|\gamma|$, as a proxy for couplings. The analysis of $|\gamma|$ and state characters reveals that the couplings between the multiexciton and singly excited states depend strongly on the weights of charge-resonance configurations in these states. To characterize energetics relevant to triplets separation step, we consider multiexciton binding energy ($E_b$) defined as the difference between the quintet and singlet multiexciton states. The effect of fragment orientation on the couplings and $E_b$ is analyzed.

SECTION: Spectroscopy, Photochemistry, and Excited States

Singlet fission (SF), a process in which one singlet excited state splits into two triplets ultimately giving rise to four charge carriers, can be utilized in organic solar cells increasing their efficiency.1 A reverse process, triplet fusion, is also of interest for solar energy; it can be used to up-convert a lower-energy part of the solar spectrum.2 Although these phenomena have been discovered a long time ago,3 their mechanistic understanding is incomplete, which hinders the design of organic photovoltaic materials for solar energy conversion. As summarized in recent reviews,1,4 there has been a resurgence of experimental and theoretical work investigating the mechanisms of SF in molecular solids and model compounds.

Apart from the initial event (photon absorption forming initial exciton) and the final state (two uncoupled triplet-excited molecules), very little is known about the nature and evolution of the electronic states involved, mechanism of their coupling, type of nuclear motions facilitating this process, and so on. Consequently, we do not know how to optimize molecular and material properties for optimal SF. Even molecular energy-level considerations are not obvious — although energy balance requires that $E_b \approx 2E_T$, some materials engineered to exhibit exothermic SF were found to be less efficient than, for example, tetracene, in which SF is slightly endothermic. Optimal spatial arrangement of individual molecules (parallel, slip-stacked, etc) is unclear, and is the importance of long-range order, i.e., whether one needs to target polycrystalline or amorphous materials?5,6

Experimentally, a number of materials are known to exhibit SF: Acenes (tetracene, pentacene), substituted acenes (e.g., diphenyltetracene, rubrene), perylenes, isobenzofuran, and carotenoids.1,4 The time scale of SF varies from tens of femtoseconds (e.g., pentacene) to tens of picoseconds (tetracene), suggesting a fast nonadiabatic transition from the initially excited bright state to the target multiexciton state (“direct” mechanism). Recent time-resolved experiments7 suggest that a coherent superposition of the bright singlet and dark multiexciton states is formed during the excitation, and that this state adiabatically evolves giving rise to two independent triplets. The most recent overview of the field can be found in ref 4.

A complete theoretical description of SF process requires the following: (i) accurate electronic structure methods capable of describing electronic states involved and their couplings; (ii) coupled electronic and nuclear dynamics to describe adiabatic evolution of the initially excited state and hopping-like processes; (iii) inclusion of the environmental perturbation on the electronic structure as well as involvement of the bath degrees of freedom in this process. In this paper we focus on the electronic structure aspect of the problem.

Although the nature of electronic states involved and their interactions is at the heart of the problem, there is still no consensus of what are the essential features of the underlying electronic structure and how to approach this problem quantitatively. Qualitative framework has been laid out by Michl and co-workers (see refs 1, 4, and 8 and references corresponding to these)
Nebulous and imprecise terms such as charge-transfer (or, more precisely, CR) character. Alternatively, one can discuss “mediated” transitions between the initial and final states in which the CR configurations appear in both the initial and final states thus facilitating the coupling. Nebulous and imprecise terms such as “superexchange” have been invoked to describe this possibility. Such a simplified picture has been used to predict qualitative trends in couplings as a function of molecular arrangements and has motivated the development of phenomenological few-states models based on diabatic states. While such analysis of electronic structure is valuable for qualitative purposes, a quantitative description of the SF process a more appropriate framework should be based on correlated many-electron wave functions, as advocated by Head-Gordon and co-workers. These wave functions should be obtained from an appropriate electronic structure method without making assumptions of what these many-electron states should be. Since ab initio calculations produce well-defined adiabatic states, the electronic transitions between these states are most naturally described in terms of vibronic interactions, i.e., derivative coupling that couples adiabatic states via nuclear motions. In some cases, it is convenient to convert this adiabatic picture into a diabatic representation; however, as we show below, such approaches are not applicable to the SF problem.

The stumbling block in developing a quantitative model that can unambiguously discriminate between different mechanisms is that this electronic structure pattern is challenging to ab initio methods. The first quantitative attempt to characterize the SF state has been undertaken by Zimmerman et al. who have shown that the state that correlates to two triplets is a doubly excited dark state by using CASSCF calculations on a model pentacene dimer. Later, Zimmerman and co-workers have investigated this state and bright singlet states in tetracene and pentacene using QM/MM calculations with the RAS-2SF method. Several studies interrogated the question of the degree of delocalization of the initially excited bright singlet state, possible role of excimer formation, as well as location of charge-transfer states. The most important ingredient—electronic couplings between the initially excited states and multieexciton states—has been extensively discussed, however, no actual ab initio calculations of nonadiabatic coupling (NAC) matrix elements have been reported; instead, some studies have exploited approximate schemes of evaluating these quantities via diabatization, while others used excitonic splitting as a proxy for the coupling, or employed qualitative diabatic frameworks. Important predictions derived from the latter approach are that couplings promoting SF are maximized by (i) contributions from CR configurations; and (ii) cofacial slip-stacked arrangements of the chromophores.

Here we focus on NAC and introduce an alternative scheme for estimating this crucial quantity from correlated many-electron wave functions. Our approach avoids diabatization, which, as we show below, is physically inappropriate in the context of SF. Instead, we consider the norm of reduced one-particle transition density matrix as a proxy for NAC. This approach is justified by the Cauchy-Schwarz inequality and is validated by the analysis the electronic structure at selected geometries where states character can be unambiguously assigned. In addition, we investigate whether this quantity correlates with exciton stabilization energy, which is related to the state mixing.

**Figure 1.** Relevant electronic configurations of the AB dimer in terms of molecular orbitals localized on individual moieties. hA and hB denote the HOMO localized on A and B, respectively, lA and lB denote the respective LUMOs. (a) Ground state, S0(A)S0(B). (b) Localized singly excited configurations (EX) giving rise to singlet and triplet excitonic states, S0(A)S1(B) ± S1(A)S0(B) and S0(A)T1(B) ± T1(A)S0(B). (c) Charge-resonance (CR) configurations, A’B’ and A’’B’. (d) Configurations giving rise to the multieexciton (ME) manifold, T1(A)T1(B).
We employ the RAS-2SF method\textsuperscript{18,19} which is capable of describing all relevant electronic states on the same footing, and analyze the respective electronic wave functions in terms of monomer states, in the spirit of the excimer theory\textsuperscript{20–22} and DMO-LCFMO (dimer molecular orbital — linear combination of fragment molecular orbitals) framework.\textsuperscript{23} Such analysis is unambiguous in two limiting situations: (i) when fragments are equivalent by symmetry and orbitals are completely delocalized; or (ii) when orbitals are well localized on individual fragments (in principle, orbitals can be easily localized by using various localization techniques; however, we encountered severe convergence issues in RAS-SF calculations when using localized orbitals). In more common low-symmetry situations, when orbitals are partially delocalized, assigning state characters from the wave function amplitudes becomes difficult (if not impossible); thus, an alternative way to identify a multie exciton state is needed; this can also be achieved by considering appropriate transition density matrices. We apply this approach to investigate the effect of relative chromophore orientations on NAC using model tetracene and pentacene dimers.

Figure 1 shows relevant electronic configurations of a molecular dimer in terms of frontier molecular orbitals (HOMO and LUMO) of the individual monomers. The ground-state wave function of the dimer is simply a product of the two ground-state wave functions, $S_0(A)S_0(B)$. Panel (b) shows localized single excitations that give rise to excitonic states, e.g., $c_S S_0(A)S_1(B) + c_T S_1(A)S_0(B)$, and $c_S S_0(A)S_1(B) - c_T S_1(A)S_0(B)$ [we denote the adiabatic dimer states that asymptotically correlate to these excitonic states $S_1(A)B$ and $S_1(AB)$]. Excitonic triplet states derived from the $S_0(A)T_1(B)$ and $T_1(A)S_0(B)$ can be described by the same set of configurations; these are denoted as $T_1(AB)$ and $T_1(AB)$. The values of coefficients $c_{1,2}$ and energy splitting between the two states depend on a relative orientation of A and B and the overlap of the respective MOs. At the symmetric configuration, $c_1 = c_2 = 1/\sqrt{2}$, and the oscillator strength of the singlet exciton pair is carried by the ‘$^1S$’ state. In real many-electron adiabatic states, these excitonic configurations mix with charge-resonance (CR) configurations, $A^-B^+$ and $A^-B^-B^+$ shown in panel (c). Note that the presence of CR configurations (often referred to as charge transfer) does not imply permanent charge separation in the dimer; rather, these configurations describe the ionic character of underlying wave functions (see SI). These dimer states and an interplay between EX and CR contributions have been extensively discussed in the context of excimer theory\textsuperscript{13,20–22}. Finally, panel (d) shows electronic configurations giving rise to multie exciton states that can be described as two coupled triplet states of the monomers. Two triplets can be coupled to a singlet state, $^3T_1(A)T_1(B)$, triplet, or quartet. We use ME to denote states from this manifold. We note that at finite interfragment separation, the singlet ME configurations, $^1$ME, can mix with all singlet configurations shown in panels (a)–(c), whereas the quintet component of the ME manifold, $^5T_1(A)T_1(B)$, can only interact with other quintet states (which lie considerably higher in energy); thus, we expect the respective adiabatic wave function to retain pure diabatic character, $^5T_1(A)T_1(B)$. The $^1$ME state is an example of a strongly correlated state in which two triplet states localized on separate moieties are strongly coupled (or entangled); the degree of this entanglement can be characterized by quantities derived from reduced density matrices.\textsuperscript{24}

From the methodological point of view, excitonic and CR states can, in principle, be described by standard electronic structure methods such as configuration interaction singles (CIS), time-dependent density functional theory (TD-DFT), or equation-of-motion coupled-cluster singles and doubles (EOM-CCSD) (see, for example, ref 25). However, multie exciton configurations (d) are doubly excited with respect to the ground state; thus, TD-DFT and CIS are blind to their existence (although these configurations are included in EOM-CCSD expansion, their description will not be balanced). This is the essence of the challenge faced by electronic structure in the context of SF. In principle, all these relevant states could be described within a multireference framework, however, the high cost of such calculations, uncertainties with active space choice, difficulties of including dynamic correlation, and, most important, the lack of size-intensivity present significant stumbling blocks. A simple and efficient solution to this problem is offered by the spin-flip approach in which target states are described as spin-flipping excitation from a high-spin reference.\textsuperscript{26–28} A brief inspection of the configurations in Figure 1 reveals that this set can be obtained by using the quintet reference and double spin-flipping operators.\textsuperscript{18,19} This approach was pioneered by Zimmerman and Head-Gordon who applied RAS-2SF method to tackle this problem.\textsuperscript{10,12} We use the same methodology. Importantly, in our computational scheme, all configurations are described on equal footing and can mix and interact giving rise to adiabatic states of different character. This allows us to address the character of the excited electronic states and the effect of structure on their mixing. To quantify the state characters in the case of delocalized orbitals, we perform simple analysis in the framework of DMO-LCFMO approach (this is only possible at symmetric configurations).\textsuperscript{23,25} To quantify interactions at arbitrary geometries, we introduce an approach based on transition density matrices. Let us begin with a parallel sandwich structure ($D_{2h}$). Figure 2 (left panels) shows potential energy curves of tetracene’s and pentacene’s dimer states along interfragment separation (see SI for computational details and definitions of the scans). At large separations, the states asymptotically converge to the respective
states of the monomer. The excitation energies of two singlets, S₁(AB)/B₂g and S₁(AB)/B₁u con- verge to S₁(A/B), the two triplets (also of B₂g and B₁u symmetries) become degenerate as well, converging to T₁(A/B). Thus, at large separation we expect to see that the wave functions of these states are dominated by excitonic con- 
figurations (row b in Figure 1). The symmetry of the ME states (which are formally doubly excited with respect to the ground state) is Ag. We observe that the singlet and quintet ME states become degenerate and both states converge to exactly 2 × E(T₁(A/B)). Note that this correct asymptotic behavior of dimer’s states can only be reproduced by size-intensive methods, such as RAS(4,4)-2SF (all states), CIS, EOM-CCSD (S₁(1,1) and T₁(1,1) only), and will be violated by, for example, CASSCF. At shorter distances, the energy of the 1ME state is lower than that of 1ME due to the stabilization of the singlet state by con- 
figuration interaction (shown in the right panels of Figure 2) can be interpreted as exciton binding energy (E₁b). On one hand, it is related to the degree of diabatic impurity of the 1ME state (it should be zero when the 1ME state is of pure multiexciton character and large when the ME state is strongly mixed with other configurations). Thus, it can be used to evaluate the degree of the con- 
figuration interaction in the 1ME state in conjunction with (or instead of) con- 
figuration analysis of the respective wave function. On the other hand, this quantity is relevant to the kinetics of separation of ME into the two noninteracting triplets (large values indicate an exothermic pathway for triplet–triplet separation step). Thus, while multiexciton binding energy is obviously very important, its optimal value (in terms of maximizing the SF rate) is not obvious, and kinetics modeling is required.

Analyzing state characters in terms of monomer con- 
figurations from Figure 1 requires transformation of the orbitals into the localized ones. Figure 3 shows the MOs of the D₂h, dimer at 4 Å and compares them with the MOs of the nonsymmetric dimer at the X-ray structure. In the latter case, orbitals are almost completely localized on the monomers, which makes the assignment of the state characters straightforward. In order to analyze the states of the dimer at D₂h (or other symmetric configurations), we utilize linear properties of determinants and convert the leading con- 
figurations of the RAS-2SF wave functions into the localized representation by using symmetry-imposed relationships between the dimer and monomer orbitals, in the spirit of the DMO-LCFMO framework. For example, the leading term of the ground-state wave function is:

\[ H_{\text{C}} |\alpha\beta\rangle = \frac{1}{4} \left( \langle \alpha | \beta \rangle + \langle \beta | \alpha \rangle \right) \langle \alpha | \beta \rangle \]

(1)

where \( H_{\text{C}} \) and \( H \) denote the HOMO-1 and HOMO of the dimer (see Figure 3). Out of 16 terms, only four (permuta- 
tionally equivalent) ones survive due to the Pauli principle. The results of the analysis are summarized in Table 1 (tetracene)

<table>
<thead>
<tr>
<th>State</th>
<th>( E_b ) (eV)</th>
<th>ME</th>
<th>EX</th>
<th>CR</th>
<th>( N_{\text{odd}}^{*} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1ME/Ag</td>
<td>0.93</td>
<td>-</td>
<td>0.06</td>
<td>3.6</td>
<td></td>
</tr>
<tr>
<td>S₁(AB)/B₂g</td>
<td>-</td>
<td>0.43</td>
<td>0.43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S₁(AB)/B₁u</td>
<td>-</td>
<td>0.42</td>
<td>0.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1ME/Ag</td>
<td>1.00</td>
<td>-</td>
<td>-</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>2ME/Ag</td>
<td>1.00</td>
<td>-</td>
<td>-</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>S₁(AB)/B₂g</td>
<td>-</td>
<td>0.84</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S₁(AB)/B₁u</td>
<td>-</td>
<td>0.82</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2ME/Ag</td>
<td>1.00</td>
<td>-</td>
<td>-</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>X-ray</td>
<td>0.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Effective number of unpaired electrons using eq 2.

only) and in Figure 2 (tetracene and pentacene). For comparison, Table 1 also shows the breakdown of the wave function for the dimer taken from the X-ray structure. In addition to the configuration analysis, Table 1 also shows an effective number of unpaired electrons for each state, \( N_{\text{odd}}^{*} \) computed using the following expression:

\[ N_{\text{odd}} = 2(\text{Tr}[\gamma] - \text{Tr}[\gamma^+]) = 2(N - \text{Tr}[\gamma^+]) \]

(2)
where $\gamma$ is the one-particle density matrix for the corresponding state. For singlet states, this is equivalent to Yamaguchi’s index. Equation 2 can also be used to quantify the degree of quantum entanglement. It is small for the ground-state closed-shell wave function, but is close to 4 for the ME states.

As one can see, the $^3$ME state is indeed a pure multie excitonic state both asymptotically and at short interfragment separations. The $^1$ME state, however, can be described as pure multie excitonic state only at large separations. At shorter distances, the ME character is only 80%, consistently with significant stabilization of $^1$ME relative to $^3$ME ($E_b = 0.55$ eV for $D_{2h}$ structure at 3.4 Å and 0.22 eV at 3.7 Å). We note that the differences in the ME weight are consistent with the computed number of unpaired electrons ($N_{odd}$) — whereas the $^3$ME state always has four unpaired electrons, $N_{odd}$ in the $^1$ME state is reduced at small distances, when this state acquires some CR character.

The singlet states, $S_i(AB)$ and $S_{i'}(AB)$, are almost an equal mixture of the EX and CR contributions at 3.7 Å. As expected, at large separations, the CR character is reduced, as asymptotically these ionic configurations are very high in energy. We also note that this CR character can only be deduced by configuration analysis in localized orbitals; it will not be determined by the attachment-detachment density analysis employed in refs 10 and 12, which can only identify true charge-transfer states with permanent charge separation (see SI).

The wave function analysis of the low-symmetry tetracene dimer (taken at the configuration in the crystal) shows 60% ME character (59% in pentacene) in the $^1$ME state illustrating significant mixing with the CR configurations; however, the CR character in the $S_1$ and $S_{1'}$ is reduced relative to the $D_{2h}$ structure.

Most importantly, Table 1 and Figure 2 clearly illustrate that it is not possible to represent quantitatively this electronic structure by a toy few-state model based on pure diabatic states of the ME, CR, and EX characters. The contributions of these types do not add up to 100% illustrating that interactions with other states are not insignificant even in these relatively compact RAS-SF wave functions. As the correlation treatment is improved, the deviations should increase. Thus, while analyzing the states involved in SF in terms of these configurations is useful for insight, it cannot be used for developing quantitative models; rather, as emphasized by Head-Gordon and co-workers, the description of SF process should be based on adiabatic many-electron wave functions.

The key quantity related to the rate of populating the $^1$ME state (either via nonadiabatic transitions from the bright state or by creating the population in the ME state coherently, during the excitation processes) is NAC matrix element:

$$\langle \Psi_i(r; R)|\hat{V}_{Q}\hat{Q}^\dagger|\Psi_j(r; R)\rangle$$  \hspace{1cm} (3)

where $\Psi_i(r; R)$ and $\Psi_j(r; R)$ are electronic wave function of the initial and final states [e.g., $S_{1/1}(AB)$ and $^1$ME], and $Q$ denotes a particular nuclear displacement. This so-called derivative coupling originates in the breakdown of Born–Oppenheimer approximation that leads to the parametric dependence of the electronic wave functions on nuclear positions. To evaluate rates, this coupling (which is a vector in the space of nuclear displacements) should be contracted with a respective component of the nuclear momentum, $V_Q^\dagger \xi(R)$. The calculations of NAC are rarely available in electronic structure codes, thus, a common strategy is to convert the problem from adiabatic into diabatic representation in which derivative coupling can be neglected and the states are coupled by the electronic Hamiltonian. Such approaches have been fruitful in various contexts (e.g., in charge-transfer processes), however, the SF problem does not lend itself to this strategy, as discussed below.

It is tempting to develop a simple energy or configuration-selection based diabatization scheme (in energy-based approaches, splittings between interacting states can be used to parametrize the transformation, whereas in configuration-based schemes, one can use weights of specific configurations to determine the transformation). However, as the analysis in Table 1 illustrates, the 4 lowest states do not constitute a closed manifold even at these three geometries, making such diabatization attempts futile. A further insight can be gained by symmetry analysis. As suggested by the energies (notable $E_b$ at 3.4 Å, $D_{2h}$) and wave function analysis (Table 1), one should expect interaction between the $^1$ME state and the $S_i/S_{i'}$ states. Moreover, since the state composition changes significantly along the $D_{2h}$ scan, one should expect to see variations in the interaction strength (and, consequently, in the couplings) along this coordinate. However, these three diabatic states are of different symmetry, which means that they should not be mixed by a valid diabatization transformation. So should we consider these states as noninteracting (along $D_{2h}$ scans) or not? The key to correctly resolving this issue is to realize that the symmetry of NAC is determined by the symmetries of $\Psi_i(r; R)$ and $\Psi_j(r; R)$: in our example, the $^1$ME/$^3$ME and $S_{1/1}(AB)/B_{1u}$ states can be coupled by any $F_{2u}$ vibrations (and there are 22 of them in the tetracene dimer!). Thus, the states can interact at $D_{2h}$ configurations and the magnitude of interaction depends on the interfragment separation, however, no physically meaningful diabatization can be performed along a $D_{2h}$ scan. Furthermore, evaluation of the probabilities of nonadiabatic transitions using, for example, a Landau–Zener type model, should be done considering nuclear motions “orthogonal” to the interfragment motion along $D_{2h}$. In other words, while interfragment separation along a $D_{2h}$ scan should have a significant effect on the magnitude of NAC, the coordinates promoting the transitions (in a Landau–Zener sense) are of different symmetry. Thus, diabatizing the states along the $D_{2h}$ scan is meaningless, despite the fact that this motion may be (and most likely is) important in facilitating the nonadiabatic transitions by sampling the configurations where the magnitude of derivative couplings along the coordinates promoting the transition is large.

Thus, we need to consider an alternative approach of estimating the trends in NAC. We base our approach on reduced one-particle transition density matrices. Since the derivative coupling is a one-electron operator, only the states whose wave functions can be connected by one-electron excitation can be coupled. This reasoning has been used by Michl who pointed out that the ME configurations from row (d) in Figure 1 differ by two-electron excitations from the excitonic configurations, but are related by one-electron excitation to the CR ones (the last four terms from Figure 1 are connected by one-electron excitations to EX, but their contributions to one-particle density matrix will cancel out due to the spin symmetry — EX configurations are singlet-coupled on A and B, whereas the ME configurations are triplet-coupled on the monomers and then singlet-coupled in the dimer).
Thus, a quantity related to this difference can be used as a proxy for NAC. Such quantity can be easily obtained from the one-particle transition density matrix:

$$\gamma_{pq}^f \equiv \left\langle \psi_p | \hat{A}^* | \psi_f \right\rangle$$  \hspace{1cm} (4)

$$\gamma_{pq}$$ is all what is needed to compute a coupling element described by a one-electron operator $\hat{A}$:

$$\left\langle \psi_p | \hat{A} | \psi_f \right\rangle = Tr[\gamma_{pq}^f \hat{A}]$$  \hspace{1cm} (5)

$\gamma_{pq}$ also provides a measure of a one-electron character in the transition between $\left| \psi_p \right\rangle$ and $\left| \psi_f \right\rangle$, which is exploited in attachment-detachment density analysis and other approaches based on density matrices. 30,35–38 Specifically, $Tr[\gamma^f]$ can be interpreted as the number of electrons associated with one electron excitation connecting the two states. For example, this quantity is one for purely one-electron excitation (e.g., for any Hartree–Fock-CIS states) and is zero (no one-electron character) for purely doubly excited states.

We also note that

$$Tr[\gamma^f] = Tr[\gamma^f \gamma^f] = \sum_{pq} \gamma_{pq} \gamma_{pq}^* \equiv \| \gamma \|^2$$  \hspace{1cm} (6)

and, using the Cauchy-Schwarz inequality,

$$|Tr[\gamma \hat{A}]| \leq \| \gamma \| \| \hat{A} \|$$  \hspace{1cm} (7)

Thus, $\| \gamma \|$ can be considered as the best measure of the magnitude of a one-electron interstate property when matrix representation of the operator $\hat{A}$ is not available. In the context of condensed phase where one expect significant modulations in vibronic matrix elements due to finite-temperature sampling one can assume random fluctuations in the matrix elements of $\hat{A}$; thus, it is reasonable to assume that statistically averaged NAC is proportional to (or, more precisely, symbatic with) $\| \gamma \|$. An attractive property of this quantity is that it is independent of the orbital basis (i.e., matrix-invariant) and does not require the transformation of the wave functions into a localized FMO basis. Thus, it can be uniformly applied at arbitrary fragment configurations. We note that for a Hermitian operator $\hat{A}$, one may consider using symmetrized $\gamma$. More detailed analysis of formal properties of transition density matrices (partially based on ref 36) will be given elsewhere.

Table 2 shows the computed values of $\| \gamma \|$ for selected dimer configurations (at which the wave function composition can be analyzed in terms of EX, CR, and ME contributions) computed for leading terms of the RAS(4,4)-2SF wave functions (see SI for details). The trends in $\| \gamma \|$ are consistent with changes in state composition (and also with exciton stabilization energies). For example, $S_0/1$ exhibits a $\| \gamma \|$ that is close to 1 for the excited states with less CR character.

Table 2. $\| \gamma \|$ between Different Dimer States and Exciton Binding Energy ($E_b$, eV) of Tetracene (Left) and Pentacene (Right) Dimers at Various Geometries

<table>
<thead>
<tr>
<th>state $f/i$</th>
<th>$E_b$</th>
<th>$S_0$</th>
<th>$S_1$</th>
<th>$S_1'$</th>
<th>state $f/i$</th>
<th>$E_b$</th>
<th>$S_0$</th>
<th>$S_1$</th>
<th>$S_1'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{3h}$ 3.7 Å</td>
<td>0.22</td>
<td>$S_1$ (0.0/0.4/0.4)</td>
<td>0.87</td>
<td>$S_1$ (0.0/0.4/0.4)</td>
<td>0.87</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D_{3h}$ 6.0 Å</td>
<td>0.00</td>
<td>$S_1$ (0.0/0.8/0.0)</td>
<td>0.86</td>
<td>$S_1$ (0.0/0.8/0.0)</td>
<td>0.87</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D_{3h}$ 40°</td>
<td>−0.01</td>
<td>$S_1$ (0.0/0.8/0.0)</td>
<td>0.85</td>
<td>$S_1$ (0.0/0.8/0.0)</td>
<td>0.87</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X-ray</td>
<td>0.03</td>
<td>$S_1$ (0.0/0.4/0.4)</td>
<td>0.82</td>
<td>$S_1$ (0.0/0.4/0.4)</td>
<td>0.80</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$S_1$ (0.0/0.6/0.1)</td>
<td>0.82</td>
<td>$S_1$ (0.0/0.6/0.1)</td>
<td>0.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$S_1$ (0.0/0.6/0.0)</td>
<td>0.86</td>
<td>$S_1$ (0.0/0.6/0.0)</td>
<td>0.86</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$S_1$ (0.0/0.6/0.0)</td>
<td>0.83</td>
<td>$S_1$ (0.0/0.6/0.0)</td>
<td>0.85</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The state characters (ME/EX/CR) is shown in parentheses.
$S_0^{-1}ME$ is always small, which can be used to identify the ME state when there is no symmetry and the orbitals are not well localized.

Figure 4 shows $∥γ∥$ and $E_b$ for tetracene and pentacene along selected coordinates (see SI for scan definitions). Contrary to previous studies, we observe largest state mixing and couplings at parallel ($D_{2h}$) cofacial arrangement, whereas slip-stacked structures are characterized by the reduced values of $∥γ∥$. We also note sizable variations in both $γ$ and $E_b$. Particularly intriguing are out-of-phase variations in couplings between $1$ME and the two excitonic singlet states (e.g., along parallel-displaced C$_2h$ scans). Multiexciton binding energy also depends on the relative orientation and the dependence does not always mirror the trends in $∥γ∥$ (see SI); thus, these two quantities could, in principle, be tweaked independently to maximize the overall SF rate. Importantly, at some configurations (e.g., “propeller” structure along $D_{2h}$ scan at $\sim 40^\circ$), we observe negative $E_b$ suggesting possibility of exothermic pathways for triplet–triplet separation step. This sensitivity of $∥γ∥$ and $E_b$ to chromophore arrangements opens the way to a rational design of chromophore structures provided that optimal values for both parameters can be deduced from a kinetic model of the SF process.

To summarize, based on the analysis of the correlated wave functions of the relevant states combined with calculations of various energy differences (Davydov splitting, $E_b$) and calculations of $∥γ∥$ (a proxy for NAC), we conclude that:

- Simple diabatization approaches are not applicable to the SF problem; consequently, diabatic representation of the underlying electronic structure is not capable of quantitatively accurate description of the process. Instead, one should employ reliable adiabatic wave functions and NACs.
- Configurations of CR character that are present (with relatively small weights) in both excitonic and multiexciton wave functions are important for the couplings between the states. This effect is trivially described within simple adiabatic picture and does not justify invoking “intermediate states”, “two-electron couplings”, and “super-exchange”. This can change in polar solvents where adiabatic states of CT character may become relevant.
- Norms of one-particle transition density matrices, $∥γ∥$, provide a useful tool for studying trends in NAC. We observe only a limited correlation between various energy splittings and $∥γ∥$. Thus, the practice of using Davydov splittings or orbital overlaps as a proxy for NAC is of limited utility.
- Some of the conclusions derived from model few-states diabatic Hamiltonians should be revised; e.g., we observe large couplings at parallel configurations.
- Modes that promote nonadiabatic transitions are, in general, different from the modes modulating the strength of NAC. Calculations of rates of nonadiabatic transitions require consideration of the former, whereas the latter are important for understanding what structural motifs can lead to more efficient SF.
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Computational details, relevant Cartesian geometries, definitions of the scans, as well as additional results. This material is available free of charge via Internet http://pubs.acs.org.
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