A Fresh Look at Resonances and Complex Absorbing Potentials: Density Matrix-Based Approach
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ABSTRACT: A new strategy of using complex absorbing potentials (CAPs) within electronic structure calculations of metastable electronic states, which are ubiquitous in chemistry and physics, is presented. The stumbling block in numerical applications of CAPs is the necessity to optimize the CAP strength for each system, state, and one-electron basis set, while there is no clear metric to assess the quality of the results and no simple algorithm of achieving numerical convergence. By analyzing the behavior of resonance wave functions, we found that robust results can be obtained when considering fully stabilized resonance states characterized by constant density at large η (parameter determining the CAP strength). Then the perturbation due to the finite-strength CAP can be removed by a simple energy correction derived from energy decomposition analysis and response theory. The utility of this approach is illustrated by CAP-augmented calculations of several shape resonances using EOM-EA-CCSD with standard Gaussian basis sets.

SECTION: Spectroscopy, Photochemistry, and Excited States

Metastable electronic states are important in diverse areas of science and technology ranging from high-energy applications (plasmas, attosecond and X-ray spectroscopies) to electron–molecule collisions (interstellar chemistry, radiolysis, DNA damage by slow electrons). The description of processes involving resonances is not complete if the finite lifetime of the metastable states is not taken into account. For an example illustrating the importance of resonances in biomolecules and difficulties in their theoretical description as well as in interpretation of experimental data, consider p-coumaric acid,1–3 a model chromophore for the photoactive yellow protein, whose bright excited state is metastable in the gas phase.

From the quantum mechanical point of view, such states belong to the continuum part of the spectrum, and, therefore, their wave functions are not L2-integrable, which makes their calculation by standard electronic structure techniques difficult. A number of approaches based on complex coordinates/potentials that circumvent the need to work with the continuum functions (or deal with boundary conditions) have been proposed.4–6 The most straightforward approach, the so-called complex-scaling formalism, has rigorous theoretical justification,7 however, its application to molecular systems is complicated by numerical (extreme basis-set sensitivity) as well as conceptual (separation of nuclear and electronic motions) issues.

These problems are avoided in an alternative approach in which the original (nonscaled) Hamiltonian is augmented by a complex potential −iη ̂W devised to absorb the diverging tail of the resonance wave function (see refs 8–10 and references therein for a historic perspective). These complex absorbing potential (CAP) methods are related to exterior complex scaling methods11,12 and, under certain conditions, one can extract exact resonance positions (Er) and widths (Γr) from CAP-based calculations.8–10,13–15 Unfortunately, straightforward inclusion of a simple CAP (e.g., harmonic potential with an onset at |r| = r0) in an electronic structure calculation may lead to unacceptable perturbations of the resonance wave functions and, consequently, energies. Moreover, the results are quite sensitive to the CAP onset and one-electron basis set.

CAPs were first applied within time-dependent calculations16 and, historically, the perturbations due to the CAP have been called reflections. These reflections by CAPs have been analyzed in detail in refs 13 and 15 using semiclassical techniques, the main results being that a reflection-free CAP should be energy dependent (as the reflection probability depends on the energy) and that the finite-basis set representation of the CAP may lead to additional reflections, which explains the nature of the sensitivity of CAP-based calculations to the one-electron basis set and the CAP box size (the onset of the CAP).
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Another important conclusion from early CAP studies\(^8\) was that there is an optimal CAP strength (when CAP is used in finite bases). In the complete basis set limit, the energy of the resonance is obtained by \( \eta \to 0 \), however, in the finite basis set in which \( \hat{W} \) is cut off at a certain distance, one needs to work with finite \( \eta \) sufficient to stabilize the resonance. Consequently, when the CAP is too weak (\( \eta \) is too small), the resonance is not stabilized and its energy depends strongly on the CAP strength. When the CAP is too strong, the reflections affect the resonance significantly, thereby spoiling the resonance energy. Thus, there is an optimal value of the CAP strength, \( \eta_{\text{opt}} \), which is system- and state-dependent. As a practical recipe of choosing \( \eta_{\text{opt}} \), it was suggested\(^13\) that one can determine an optimal CAP strength by analyzing \( \eta \)-trajectories, \( E(\eta) \), and identifying the \( \eta \)-value around which the trajectories slow down, leading to the following condition:

\[
\left| \frac{dE}{d\eta} \right| \approx 0
\]

This energy-based criterion, eq 1, has been employed in most CAP studies (see, for example, recent CAP applications\(^7\text{--}19\)).

The problems with such straightforward CAP calculations are clearly illustrated by the results for resonance states of \( \text{N}_2 \), \( \text{CO}^- \), and \( \text{Be}^- \) compiled in the Supporting Information (SI). First, the shape of the trajectories is rather different for different systems; often, the extremum is not very prominent. Second, the results are quite sensitive to the box size (and the basis set): Variations of 0.2 eV are observed in \( E_{\text{res}} \) and \( \Gamma \) even for relatively small variations of the box size (Table S1). Third, the numerical analysis of the derivative shows that the condition from eq 1 is not quite satisfied — and it is unclear what value of the derivative is acceptable. Finally, the stabilization of the trajectories is observed at rather different values of \( \eta \), which makes it unclear in which range \( \eta \) should be varied for each particular system (and state, and box size) and, in cases when stabilization is achieved at large \( \eta \), whether the result is strongly perturbed by the CAP.

Here we present a new strategy of exploiting CAPs within electronic structure calculations. Based on energy decomposition and response theory, we introduce a simple formula for deperturbing the resonance position and width and an alternative criterion for finding an optimal value of \( \eta \). Physically, our approach is grounded in the behavior of the resonance wave function and, ultimately, the one-particle density matrix. We show that when the CAP is sufficiently strong, both real and imaginary parts of the density become near-stationary (showing that the resonance is stabilized). Then the perturbation to the resonance position by the CAP can be eliminated by removing the energy component due to the imaginary part of the density. The imaginary density arises due to reflections; thus, removing these terms removes the effect of reflections. A similar correction is introduced for the resonance width. The optimal \( \eta \) is found by considering the deperturbed resonance energies; moreover, we argue that \( \eta_{\text{opt}} \) is not the same for real and imaginary parts. Our approach results in a computationally more robust scheme in which the dependence on the box size is significantly reduced and leads to good numerical results.

The results were obtained with a new code extending our implementation of complex-scaled EOM-CC methods\(^20\) to include CAPs. The code utilizes a general-purpose tensor library\(^21\) and is implemented within Q-Chem.\(^22\) The details of the implementation will be reported in an upcoming paper; here we focus on new insights into the CAP technique. In short, in our implementation, the harmonic CAP is added to the original Hamiltonian \( \hat{H} \):

\[
\hat{H}(\eta) = \hat{H} - i\eta\hat{W} \tag{2}
\]

\[
\hat{W} = 0 \text{ if } |r_a| < r_0^0 \tag{3}
\]

\[
= (r_a - r_0^0)^2 \text{ if } |r_a| > r_0^0 \tag{4}
\]

where \( r_a \) denotes the three Cartesian coordinates \((\alpha = x,y,z)\). Thus, the CAP is characterized by the strength \( \eta \) and the box parameters, \( r_0^x, r_0^y, \) and \( r_0^z \). The Hartree–Fock, CCSD, and EOM-CC equations are solved for the CAP-augmented Hamiltonian using the c-product.\(^5,23\) Thus, the MO coefficient matrix \( C \), the coupled-cluster amplitudes \( T \), and the EOM-CC

---

**Figure 1.** \( ^{1}\Pi \) shape resonance in \( \text{CO}^- \) computed by EOM-EA-CCSD/aug-cc-pVTZ+3s3p with CAP. Top left: \( E(\eta) \) for several box sizes (\( r_0^0 = 5 \) bohr). Top right: Real and imaginary part of \( (R^2) \) of the resonance wave function. Bottom: \( E(\eta) \) and \( E(\eta) \).
trajectories have similar shape; however, also note that the values of the derivatives, \( \frac{d}{d\eta} \) significantly (\( \sim 0.2 \) eV), the imaginary part exhibits a non-monotonous behavior before reaching an asymptote. Unlike \( E(\eta) \) trajectories that have very different shapes in different systems, the behavior of the resonance wave function appears to be similar in all systems that we considered.

We note that the asymptotic value of the imaginary part is close to zero. In the usual metric of the standard scalar product, it is only the imaginary part of the wave function that could give rise to the current density:

\[
\langle \Psi | j | \Psi \rangle = -\frac{i}{2} (\langle \Psi | \nabla \Psi \rangle - \langle \Psi | \nabla \Psi | \rangle) = \text{Im} (\langle \Psi | \nabla \Psi \rangle) = \text{Tr} (\nabla \gamma^I)
\]

(5)

where \( \gamma^I \) is the imaginary part of the one-particle density matrix. Thus, for a perfectly stabilized (but unperturbed) resonance, one should expect no current and, therefore, \( \gamma^I = 0 \). The nonzero \( \gamma^I \) in the asymptotic region manifests the reflections by the CAP. As will be shown below, \( \gamma^I \) is the leading contribution to the perturbation by the CAP.

The bottom part of Figure 1 shows the behavior of the real and imaginary parts of the resonance energy as a function of \( \eta \). We note that \( E(\eta) \) exhibits a minimum, whereas \( \text{Im}(E(\eta)) \) has two extrema. Asymptotically, both \( E(\eta) \) and \( \text{Im}(E(\eta)) \) exhibit a linear behavior, with the slope depending on the box size. As will be shown below by energy decomposition analysis, this behavior is due to the asymptotic nearly constant behavior of the resonance density.

In order to make connections between the properties of the resonance wave function such as \( \langle R^2 \rangle \) and its energy, it is useful to employ the following relationship based on the Cauchy–Schwarz inequality:

\[
|\langle \Psi | \nabla \Psi \rangle| = |\text{Tr} [\nabla \gamma^I]| \leq \| \Gamma \| \| \gamma^I \|
\]

Figure 2. Real (black) and imaginary (red) parts of the expectation value \( \langle R^2 \rangle \) (left) and the Frobenius norm of \( \gamma \) (right) for the \(^2\Pi\) shape resonance in CO\(^+\) computed by CAP-augmented EOM-EA-CCSD/aug-cc-pVTZ+3s3p.

Figure 3. Left: Real and imaginary parts of the Frobenius norm of the \( \alpha \) and \( \beta \) parts of \( \gamma \) (the spin of the extra electron is \( \beta \)). Right: Deviation of the real and imaginary parts of the ground-state energy from the respective unperturbed values. Box size: \( r^R_{\alpha} = r^R_{\beta} = 3 \) bohr and \( r^I_{\alpha} = 5 \) bohr.
where \( \gamma \) is a reduced one-particle density matrix:

\[
\gamma_{\mu \mu'} = \langle \Psi | \hat{A}^{\dagger} \gamma \hat{A} | \Psi \rangle
\]

(7)

\( \hat{A} \) is a one-particle operator, and \( A \) is its matrix representation in a one-electron basis. Consistent with the calculation of the energy and amplitudes, the density matrices are defined using the c-product, i.e., the bra state in eq 7 is not complex conjugated. Equation 6, which has been recently introduced to evaluate trends in nonadiabatic couplings,\(^8\) shows that the magnitude of an expectation value of a one-particle operator is proportional to (or, more accurately, symbatic with) the norm of the respective one-particle density matrix, \( ||\gamma|| \). This is illustrated in Figure 2 that shows \( \langle R^2 \rangle \) and \( ||\gamma|| \). A similar inequality can be applied for the one-particle part of the resonance energy. Thus, trends in \( ||\gamma|| \) determine the behavior of \( \langle R^2 \rangle \) and \( E \).

The analysis of the \( \alpha \) and \( \beta \) parts of \( \gamma \) (shown in Figure 3) reveals that the trends in \( \gamma \) (and, consequently, \( \langle R^2 \rangle \)) are dominated by the excess electron — while the \( \beta \)-part of \( \gamma \) shows strong variations with \( \eta \), the \( \alpha \)-part remains constant (the spin of the excess electron is \( \beta \)). The latter is encouraging as it illustrates that the “core” electrons are not strongly perturbed by the CAP. This is consistent with the observed small changes in the reference energy shown in Figure 3.

To proceed further, we write down an expression for the total energy using one and two-particle density matrices, \( \gamma \) and \( \Gamma \):

\[
E = \sum_{\mu} \gamma_{\mu \mu'} f_{\mu \mu'} + \sum_{\mu \alpha \nu \rho} \Gamma_{\mu \alpha} (\mu \sigma || \nu \rho) = Tr[\gamma f] + Tr[\Gamma I]
\]

(8)

where all matrices are represented in the AO basis. The real and imaginary contributions are thus:

\[
E^R = Tr[\gamma^R f] + Tr[\Gamma^R I] + \eta Tr[\gamma^I W]
\]

\[
E^I = Tr[\gamma^I f] + Tr[\Gamma^I I] - \eta Tr[\gamma^R W]
\]

(9)

We note that the explicit dependence of the energy on \( \eta \) (and on \( W \)) is linear, both for \( E^R \) and \( E^I \). There is, however, also an implicit dependence, as the wave function amplitudes (and, consequently, the density matrices) depend on \( \eta \). The explicit dependence on \( \eta \) explains the asymptotic behavior of \( E^R \) and \( E^I \).

Since asymptotically \( \gamma^R \) and \( \gamma^I \) are approximately constant (as illustrated in Figure 2), the energy is proportional to \( \eta \). The slope is determined by \( Tr[\gamma^I W] \) which, in turn, is proportional to \( ||W|| \) by virtue of eq 6. The value of \( ||W|| \) depends on the basis set representation of \( W \). When using the same finite one-electron basis set, \( ||W|| \) depends on the CAP box size and the use of larger boxes results in smaller \( ||W|| \) due to incomplete representation of \( W \) (see Table 1).

Based on eq 9, the explicit dependence of the resonance energy on the CAP can be removed by simply subtracting \( \eta Tr[\gamma^R W] \) from the resonance energy. One can consider this correction as the first-order correction accounting for the perturbation due to the finite CAP strength. Thus, instead of

| system | box parameters \( r_0 \) | \( ||W|| \) | \( \eta_{\text{opt}} \) | \( \eta_{\text{opt}} \) | \( E_{\text{opt}}/eV \) | \( \Gamma/eV \) |
|--------|-----------------|----------|----------|----------|-----------------|----------|
| CO\(^-\) | 2.0/2.0/5.0 | 592.3 | 0.0066 | 0.0046 | 1.979 | 0.468 |
|       | 2.5/2.5/5.0 | 533.2 | 0.0084 | 0.0058 | 1.968 | 0.456 |
|       | 3.0/3.0/5.0 | 480.7 | 0.0110 | 0.0076 | 1.954 | 0.433 |
|       | 3.5/3.5/5.0 | 434.2 | 0.0155 | 0.0100 | 1.937 | 0.406 |
|       | 4.0/4.0/5.0 | 393.2 | 0.0210 | 0.0135 | 1.916 | 0.380 |
|       | experiment | | | | | 1.50 | 0.40 |
| N\(_2\) | 2.5/2.5/3.5 | 528.9 | 0.0047 | 0.0093 | 2.579 | 0.216 |
|       | 2.76/2.76/4.88 | 454.8 | 0.0063 | 0.0129 | 2.571 | 0.213 |
|       | 3.5/3.5/4.5 | 398.0 | 0.0086 | 0.0194 | 2.564 | 0.180 |
|       | experiment | | | | | 2.32 | 0.41 |
| Be\(^-\) | 2.0/2.0/2.0 | 3156.9 | 0.0100 | 0.0038 | 0.807 | 0.058 |
|       | 4.0/4.0/4.0 | 2579.5 | 0.0025 | 0.0067 | 0.801 | 0.129 |
|       | 6.0/6.0/6.0 | 2099.3 | 0.0067 | 0.0110 | 0.794 | 0.116 |

Table 1. Resonance Positions and Widths, in eV, for Selected Systems Computed by EOM-EA-CCSD/aug-cc-pVTZ+3s3p\(^a\)

\(^a\)Box sizes, \( ||W|| \), and optimal values of \( \eta \) for real and imaginary parts (\( \eta_{\text{opt}} \) and \( \eta_{\text{opt}} \)) are also shown (all in atomic units). The size of the reference wave functions is \( \langle X^2 \rangle^{1/2} = 2.76 \) bohr, \( \langle Z^2 \rangle^{1/2} = 4.97 \) bohr for CO, \( \langle X^2 \rangle^{1/2} = 2.76 \) bohr, \( \langle Z^2 \rangle^{1/2} = 4.88 \) bohr for \( \text{N}_2 \), and \( \langle X^2 \rangle^{1/2} = \langle Z^2 \rangle^{1/2} = 2.34 \) bohr for Be.
looking at raw resonance energies (as commonly done in CAP calculations\textsuperscript{17–19}), we propose to consider the first-order corrected (i.e., deperturbed) quantities:

\[ U^R = E^R - \eta \text{Tr}[\gamma^I W] \tag{10} \]

\[ U^I = E^I + \eta \text{Tr}[\gamma^R W] \tag{11} \]

The dependence of the resonance energy on \( \eta \) has also been analyzed in ref \textsuperscript{8} using Taylor series, where it was also noted that the linear part can be described as an expected value of \( W \) with respect to the resonance wave function. Our correction is nearly identical to the first-order correction proposed in ref \textsuperscript{8}, except that we advocate a different criterion for finding \( \eta_{\text{opt}} \) (and this is essential for the method’s success).

To better understand the physical meaning of the correction, we note that the \( \eta \)-dependent contribution to the resonance position \( E^R \) would be zero if either \( \eta \) or \( \gamma \) were zero. Thus, one can describe this term as the perturbation due to the CAP or as a perturbation due to reflections by the CAP. This immediately suggests that \( E^R \) can be corrected by simply subtracting this term as done in eq 10.

The deperturbed quantities \( U^R \) and \( U^I \) are shown in Figure 4 for the \( ^2\Pi \) resonance state of CO\textsuperscript{-}. We observe that the dependence on the box size is almost entirely eliminated for \( U^R(\eta) \), which asymptotically exhibits nearly constant behavior. Unlike raw \( E(\eta) \) trajectories, the deperturbed quantities exhibit similar asymptotic trends in all systems. We define the resonance position (\( E_{\text{res}} \)) as \( U^R(\eta_{\text{opt}}) \), where \( \eta_{\text{opt}} \) is determined within the region of approximate stationarity by \( U^R(\eta) = \text{min} \) and \( E_{\text{CC}}(\eta = 0) \) is an unperturbed CCSD reference energy. As illustrated by the resonance positions listed in Table 1, the computed values show little variation with the box size and are in good agreement with experiment.

The behavior of \( U^R(\eta) \) is more complex, and the region of nearly constant behavior is much smaller, which manifests itself by the maxima at \( \eta > 3 \times 10^{-3} \). We attribute this behavior to the terms of second order in \( \eta \) (see below). We determine the resonance width as \( \Gamma = 2U^R(\eta_{\text{opt}}) \), where \( \eta_{\text{opt}} \) is determined by the location of the maximum in \( U^R(\eta) \). The so-computed \( \Gamma \) values show small variations with the box size and, again, reasonable agreement with the experimental values (and other calculations), as illustrated by Table 1 and in the SI (Table S3). It should be noted that for lifetimes, the comparison with the experimental values is not straightforward, in particular, in the case of molecules\textsuperscript{26} where nuclear motions should be taken into account. Thus, our focus here is on the stability of the results with respect to the parameters of the calculations rather than on establishing absolute error bars for the approach, which will be pursued in future work.

In sum, using the new approach, the variations in \( E_{\text{res}} \) and \( \Gamma \) do not exceed 0.09 eV (to be compared with 0.2–0.3 eV when using the original approach). We note that the use of the condition \( \eta \text{d}U/\text{d}\eta = \text{min} \) is similar to eq 1, gives rise to results similar to those listed in Table 1. Also, we add that the derivative \( \text{d}E/\text{d}\eta = \eta \text{Tr}[\gamma W] \) is minimised if \( \eta \text{Tr}[\gamma W] = \text{min} \), the results are almost as poor as in the original approach (SI, Table S2).

To better understand the behavior of the deperturbed energies as well as the rationale for using different \( \eta_{\text{opt}} \) values for real and imaginary parts of \( U \), let us analyze in more detail the condition from eq 1. By using EOM-CC response theory, one arrives at the following expression for the gradient \( \text{d}E/\text{d}\eta \) (\( \eta' = \eta - \eta_{\text{opt}} \)):

\[ \left( \frac{\text{d}E}{\text{d}\eta} \right)_{\eta = 0} = -i \text{Tr}[\gamma W] \tag{12} \]

where \( \gamma \) is a fully relaxed density matrix that includes amplitudes and orbital relaxation. The real and imaginary parts are

\[ \left( \frac{\text{d}E}{\text{d}\eta} \right)_R = \text{Tr}[\gamma^R W] \tag{13} \]

\[ \left( \frac{\text{d}E}{\text{d}\eta} \right)^I = -\text{Tr}[\gamma^R W] \tag{14} \]

One can easily see that the condition \( \text{d}E/\text{d}\eta = 0 \) can only be satisfied for the real part (when \( \gamma = 0 \)). However, it is more difficult to satisfy this condition for the imaginary part, as \( \gamma^R \) cannot be zero (the only way is to use such a large box that there is no overlap between the real part of the resonance density and \( W \)). This is consistent with numerical results for \( E(\eta) \) that always show a finite value of the derivative in the special points of the trajectory (see SI).

Finally, the full derivative can be written as

\[ \left( \frac{\text{d}E}{\text{d}\eta} \right)_R = \sum_{\mu\nu} \left( \gamma^R_{\mu\nu} \frac{d^2 E}{d \eta^2} + d^\text{Tr} \frac{d}{d \eta} \right)_{\mu\nu} + \sum_{\mu\nu\rho} \frac{d^\text{Tr} \frac{d}{d \eta}}{\mu\nu\rho} \tag{15} \]

\[ \left( \frac{\text{d}E}{\text{d}\eta} \right)^I = \sum_{\mu\nu} \left( - \gamma^I_{\mu\nu} \frac{d^2 E}{d \eta^2} + \frac{d^2}{d \eta^2} \right)_{\mu\nu} + \sum_{\mu\nu\rho} \frac{d^\text{Tr} \frac{d}{d \eta}}{\mu\nu\rho} \tag{16} \]

This again shows that there is no simple relationship between \( (\text{d}E/\text{d}\eta)^R \) or \( \gamma^I \) and \( (\text{d}E/\text{d}\eta)^I \). We also note that if \( \gamma \) and \( \Gamma \) are constant with respect to \( \eta \) (as we observe in Figure 2), then the derivative is

\[ \left( \frac{\text{d}E}{\text{d}\eta} \right)_R = \text{Tr}[\gamma^I W] \tag{17} \]

\[ \left( \frac{\text{d}E}{\text{d}\eta} \right)^I = -\text{Tr}[\gamma^R W] \tag{18} \]

which suggests that once \( \eta_{\text{opt}} \) is reached, the energies depend linearly on \( \eta \) and the deperturbed quantities should be constant. The observed small variations in \( U^R \) and larger variations in \( U^I \) suggest that the terms quadratic in \( \eta \) [third terms in eqs 15 and 16] kick in for large \( \eta \). The different signs of these terms explain why \( U^R \) exhibits a (small) minimum in the asymptotic region, whereas \( U^I \) has a maximum. Thus, evaluating the resonance position and width at points where the first-order corrected quantities exhibit extrema (in the asymptotic region) effectively eliminates the contributions due to the quadratic term.

We note that the two terms depending on \( d^\text{Tr} \) are fundamentally different: One depends on the variations of \( \gamma \) in
the interaction region, whereas the other is governed by the density derivative at large distances, where the CAP is effective.

In summary, we presented a new strategy of computing resonance positions and widths using standard electronic structure methods augmented by CAP. By using first-order corrections, we significantly reduced the dependence of the results on the box size. We observed good numeric performance using moderately augmented standard Gaussian basis sets. Thus, our protocol is much more black-box than the original procedure based on uncorrected η-trajectories. By analyzing the properties of the resonance wave functions, we showed that robust results are obtained when considering fully stabilized resonances (constant density at large η) while correcting for the perturbation due to the CAP. We also made the connection between the energy corrections and removing the reflections due to the CAP.
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