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ABSTRACT: We report and characterize ground-state and excited-state potential energy profiles using a variety of electronic structure methods along a loop lying on the branching plane associated with a conical intersection (CI) of a reduced retinal model, the penta-2,4-dieniminium cation (PSB3). Whereas the performance of the equation-of-motion coupled-cluster, density functional theory, and multireference methods had been tested along the excited- and ground-state paths of PSB3 in our earlier work, the ability of these methods to correctly describe the potential energy surface shape along a CI branching plane has not yet been investigated. This is the focus of the present contribution. We find, in agreement with earlier studies by others, that standard time-dependent DFT (TDDFT) does not yield the correct two-dimensional (i.e., conical) crossing along the branching plane but rather a one-dimensional (i.e., linear) crossing along the same plane. The same type of behavior is found for SS-CASPT2(IPEA=0), SS-CASPT2(IPEA=0.25), spin-projected SF-TDDFT, EOM-SF-CCSD, and, finally, for the reference MRCISD+Q method. In contrast, we found that MRCISD, CASSCF, MS-CASPT2(IPEA=0), MS-CASPT2(IPEA=0.25), XMCQDPT2, QD-NEVPT2, non-spin-projected SF-TDDFT, and SI-SA-REKS yield the expected conical crossing. To assess the effect of the different crossing topologies (i.e., linear or conical) on the PSB3 photoisomerization efficiency, we discuss the results of 100 semiclassical trajectories computed by CASSCF and SS-CASPT2(IPEA=0.25) for a PSB3 derivative. We show that for the same initial conditions, the two methods yield similar dynamics leading to isomerization quantum yields that differ by only a few percent.

INTRODUCTION

A conical intersection (CI) is a specific molecular structure (a point in the space of nuclear configurations) where the potential energy surfaces corresponding to two electronic states of the same multiplicity cross1,2 (here the “CI” label indicates a point of “conical intersection” and should not be confused with the configuration interaction method for which the CI acronym is commonly used). CIs are ubiquitous in polyatomic systems, inorganic,9 and biological systems. For example, the primary event in vision, the photoisomerization of the retinal protonated Schiff base (rPSB) chromophore of visual pigments (see Scheme 1A), is mediated by a CI.13–17

At a CI between two electronic states of the same spin and symmetry, the degeneracy can only be lifted by distorting the molecule along one of two specific degrees of freedom (see Figure 1A):

\[ GDV_{ij} = \frac{\partial}{\partial R} \left[ E_i - E_j \right] \]
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In order to locate and characterize the structure and properties of CIs, one needs appropriate computational tools that are able to deal with the following issues:

1. The characterization and optimization of the CI requires the GDV and DCV. However, implementations of analytical DCVs are not always available in common quantum chemical packages, while, for sizable molecules, the evaluation of DCVs by finite differences is rather costly to be used within advanced electronic structure methods.

2. Since a CI corresponds to a crossing of electronic states that may have very different electron distributions, appropriate electronic structure methods should provide a balanced description of both static and dynamic electron correlation. When a method fails to do so, the geometry of the crossing point may shift significantly, and its topography (e.g., peaked, intermediate or sloped) may also change. However, appropriate methods are often computationally expensive.

3. Not every method is capable of correctly describing the topology of the crossing along the BP, resulting in an incorrect dimensionality of the IS (the seam of CI points locally orthogonal to the BP). (Here the term “topology” refers to the IS dimensionality and shall not be confused with the term “topography” which refers to the shape of the intersecting energy surfaces at a CI or “location” which refers to the geometry of the CI.)

Point 1 has been addressed by the development of approximate methods for obtaining the DCV or of algorithms for optimizing CI points without the need to compute the DCV.

Point 2 is more difficult to address. We have recently presented a series of benchmark studies of the penta-2,4-dieniminium (PSB3) cation, a reduced model of rPSB (see Scheme 1B) exploring this issue. The reduced size of PSB3 allowed us to use high-level ab initio methods to compute the ground (S₀) and first excited (S₁) potential energy along pathways intercepting or running close to S₀/S₁ CI points as well as to map a set of CI points belonging to the corresponding S₀/S₁ IS. In PSB3, similar to rPSB, one of the states at the S₀/S₁ CI has a predominantly biradical electronic structure, ψ_{DIR} and the other a predominantly charge-transfer character, ψ_{CT} (see Figure 1B). By moving from one side of the CI to the other, the wave function changes its character if it remains on the same potential energy surface (e.g., such as ψ_I and ψ_J in Figure 1A). The difference in the electronic structure of the two states near the CI makes it difficult to describe the surrounding region in PSB3: an unbalanced description of the two electronic states would cause their intersection to occur at a different geometry and even change the topography of the CI region (as discussed in point 2 and already observed for PSB3 in ref 29).

The S₀ and S₁ pathways of PSB3 previously described were used to compare the accuracy of several methods with that of MRCISD+Q, taken as a reference. In particular, we tested different flavors of multireference perturbation theory (MR-PT2) approaches, equation-of-motion coupled-cluster (EOM-CC) methods, and density functional theory (DFT) based methods. More recently, the same set of benchmarks was used by another group to test the spectroscopy oriented configuration interaction (SORCI) method. These studies showed that both static and dynamic electron correlations are essential for a correct description of the region near the CI, requiring the use of quantitatively accurate and, therefore, expensive ab initio multireference or high-order EOM-CC methods. A natural temptation is to employ time-dependent DFT (TDDFT) to study CIs, which are inexpensive and yet provide a reasonable
description of excited states. This possibility has been discussed in the seminal work of Levine et al.\textsuperscript{25} where it was shown that while standard TDDFT methods may be able to predict CI geometries quite accurately, they suffer from other problems. In particular, as we later explain, TDDFT methods cannot reproduce the correct IS dimensionality and, therefore, will not display a conical crossing in the BP.

This finally brings us to point number 3. As shown in Figure 1A, the energy degeneracy at a CI between the electronic states $I$ and $J$ may be split by one of two degrees of freedom, the GDV and the DCV. This property of CIs arises naturally when considering the secular eigenvalue equation for the two states of interest that have been decoupled from other states in a block Hamiltonian:

$$
\begin{bmatrix}
H_{II} - E & H_{IJ} \\
H_{JI} & H_{JJ} - E
\end{bmatrix} = 0
$$

where

$$
H_{II} = \langle \psi_I | \hat{H} | \psi_I \rangle \\
H_{IJ} = \langle \psi_I | \hat{H} | \psi_J \rangle \\
H_{JI} = \langle \psi_J | \hat{H} | \psi_I \rangle \\
H_{JJ} = \langle \psi_J | \hat{H} | \psi_J \rangle
$$

The solution of the preceding secular equation gives the energies of states $I$ and $J$:

$$
E_{I,J} = \frac{1}{2} (H_{II} + H_{JJ} \pm \sqrt{(H_{II} - H_{JJ})^2 + 4H_{IJ}H_{JI}})
$$

To satisfy the condition of degeneracy ($E_I = E_J$), the radicand must be equal to zero. Therefore, two independent conditions must be met: The off-diagonal coupling terms ($H_{II}$ and $H_{IJ}$) which are equivalent for a Hermitian operator $\hat{H}$, must vanish, and $H_{II}$ and $H_{JJ}$ must be equal. As demonstrated by Von Neumann and Wigner\textsuperscript{37} and Teller,\textsuperscript{3} meeting these conditions requires two independent nuclear coordinates. These are the GDV and DCV mentioned above, resulting in two-dimensional BP and an IS that spans a $(3N - 8)$-dimensional subspace.

These CI properties may be compromised when using approximate electronic structure methods that do not satisfy certain requirements. For instance, some methods cannot describe the electronic coupling between states $I$ and $J$. For such methods, the off-diagonal coupling terms $H_{II}$ and $H_{IJ}$ are always zero at any molecular geometry, and meeting the condition of energy degeneracy would only require one nuclear coordinate (for example, the GDV). As a result, for such methods the dimensionality of the IS increases from $3N - 8$ to $3N - 7$ and the local topology of the BP region surrounding a CI point changes (i.e., the crossing will not appear conical anymore but simply linear). As shown by Levine and Martinez,\textsuperscript{24} this is the case for TDDFT, as well as for configuration interaction truncated at single excitations (CIS). A similar problem may be found in electronic structure methods that apply energy scaling corrections to $H_{II}$ and $H_{IJ}$ but that do not account for the effect of the scaling on the coupling between corresponding wave functions (in such cases, the intersection is displaced to another region of the potential energy surface but the electronic structures and couplings are not corrected, possibly leading to artifacts; e.g., see ref 29). For such approximate theories, it is no longer appropriate to refer to crossing points as “conical” intersections (e.g., as was done in refs 29, 30, and 33–35) as these are, topologically, “linear” intersections. This is also related to problem 1 since a method that does not split the degeneracy along DCV must resort to ways of optimizing a crossing point (which is not a true CI anymore) by using, for instance, the GDV only.\textsuperscript{24–27} To avoid confusion we also stress that crossing between states of different spin multiplicities are intrinsically “linear” (when using a nonrelativistic Hamiltonian) and that crossings between very weakly coupled states of the same spin multiplicity (such as in certain electron-transfer processes) may appear to be linear but they are not.

The dimensionality of the IS also depends on the hermiticity of the Hamiltonian operator. In theories that employ a non-Hermitian “effective” Hamiltonian (i.e., theories leading to nonsymmetric effective Hamiltonians), the condition of energy degeneracy is only met if three conditions are satisfied: $H_{II}$ and $H_{JJ}$ must be equal, and they must both be zero, and $H_{IJ}$ and $H_{JI}$ must be equal to each other as well. In this case, three independent nuclear coordinates are required, and the IS spans $3N - 9$ dimensions. For such nonhermitian theories (coupled-cluster methods fall in this category), the topology of the region surrounding the CI is incorrect and the crossing is not conical, having a three-dimensional BP. This is explained nicely in refs 38 and 39.

While the above theoretical considerations are important, it is not always straightforward to determine, \textit{a priori}, if a method would successfully describe the correct CI topology, especially with modern methods that have sometimes very complex formalisms. To address this point, we extend our previous benchmark studies\textsuperscript{29,30} to the current one where we directly probe the dimensionality of the BP surrounding a CI. In one of these earlier studies,\textsuperscript{29} we mapped several pathways on the $S_0$ surface near the CI for PSB3 at the CASSCF level of theory (see Figure 2A for a schematic representation of the CASSCF $S_0$ surface of PSB3 in the CI region). One of the paths follows the BLA coordinate (yellow cross-section in Figure 2A,B) introduced in the legend of Figure 1 and measured as the difference between the average value of the single-bond lengths and the average value of the double-bond lengths in the backbone of PSB3. This is mostly parallel to the GDV in PSB3 (see Figure 1B, top). Other pathways correspond to minimum energy paths that follow a torsion coordinate roughly parallel to the DCV (again, see Figure 1B, top). Finally, in the same study, we also constructed a small (milliangstrom) loop around the CI employing CASSCF computed GDV and DCV vectors (see blue circular cross-section in Figure 2A,C). The corresponding $S_0$ and $S_1$ energies were then computed along the loop (see Figure 2D).

Since the loop incorporates a CI point and lies on BP, we would expect that (i) $S_0$ and $S_1$ are not degenerate at any point along the loop, because the GDV and DCV split the degeneracy and the crossing has a conical shape; and (ii) the $S_0$ and $S_1$ wave functions along such a loop change electronic character twice, once from $\psi_{CT}$ to $\psi_{DIR}$ and once from $\psi_{DIR}$ to $\psi_{CT}$. As reported in Figure 2D, this is indeed what was observed in ref 29. However, when more accurate electronic structure methods were employed, it was found that the crossing point (corresponding to the CI determined at the CASSCF level) had shifted location along the BLA coordinate and ended up outside the loop. Therefore, while the previous PSB3 studies partially addressed the issue of testing the shape of the crossing, a more rigorous testing of all of the methods was not performed. In this study, we employ PSB3 again as a model to test the shape (topography) and dimensionality (topology) of the crossing along BP for each class of methods. To this end, we construct several loops centered at a crossing point corresponding to each of these methods and use them to scan the energy around the crossing. Such a test provides a quick way to distinguish between methods that produce conical crossings (with $(3N - 8)$-dimensional IS) from those that produce linear crossings ($(3N - 7)$-dimensional IS). Note that,
Figure 2. (A) Schematic representation of the PSB3 S0 potential energy surface in the region of a S0/S1 CI and along a two-dimensional space defined by BLA and RC (defined in Figure 1B) that roughly correspond to BP. The BLA coordinate and the CI loop cross-sections from ref 29 are shown in yellow and blue, respectively. (B) The S0 (opaque) and S1 (translucent) CASSCF energy profiles along the BLA coordinate. (C) More detailed scheme of the CI loop scan. Both the S0 and S1 surfaces are shown. The loop is at the intersection of the circumference of the blue cylinder with the S0 and S1 potential energy surfaces (shown as red dashed lines) and lies in the branching plane defined by RC and BLA, assumed to be parallel to the DCV and GDV, respectively. Along the loop, the wave function of each state is expected to change electronic character twice. Areas of the surface shaded brown have a predominantly charge-transfer wave function, while green or brown to show the dominant electronic character of the wave function of 3. The energy profiles are shaded green or brown to show the dominant electronic character of the wave function for each state at that point (for the energy gap, only the character of the S0 wave function is shown).

since the BP is assumed to be two-dimensional, this test can only distinguish between CI points belonging to a \((3N - 8)\)-dimensional from those belonging to a \((3N - 7)\)-dimensional IS. Therefore, it cannot distinguish between methods that produce a \(3N - 9\) IS from those that have the correct \((3N - 8)\)-dimensional IS. The latter distinction is usually easier to recognize from theory (it arises whenever a nonhermitian effective Hamiltonian is used). In the final section, we test the effect of the shape of the surface near a crossing by running a set of 100 semiclassical trajectories using a PSB3 derivative with a substitution pattern resembling that of the all-trans-rPSB chromophore of microbial rhodopsins. In particular, we run the same set of 100 trajectories at two levels of theory, one which has a correct (conical) crossing shape and one corresponding to a linear crossing. Details regarding the computations are provided in the next section.

**METHODS**

We test three different flavors of MR-PT2 (CASPT2, XMCQDPT2, and QD-NEVPT2), one variant of spin-flip EOM-CCSD (EOM-SF-CCSD(dT)), and three different flavors of DFT (TDDFT with the mPW2PLYP functional). All TDDFT calculations employed the Tamm–Dancoff approximation.

All calculations were performed with the 6-31G* basis set consistently with earlier benchmark studies on PSB3. In the following section, we first present details about the construction of the loops. Then, we present computational details regarding the tested methods.

**Construction of Loops Centered at Crossing Points.**

The loops were all consistently centered at the crossing points located along the BLA scan from refs 29, 33, and 35 and reported in the top of Figure 3 (see loops A–D in Figure 3). Since some methods yielded crossing points at larger BLA values (i.e., outside the BLA scan in refs 29, 33, and 35), for these methods we computed the energy profiles along an extended region of the BLA, located their S0/S1 crossing points, and constructed separate loops for each crossing as well (loops E and F in Figure 4). In particular, loop A is centered at the CASSCF crossing (this is the same loop presented in ref 29 and in Figure 2D), loop B is centered at the SS-CASPT2(IPEA=0) crossing, loop C is centered at the MRCCSD crossing, loop D is centered at the MRCCSD+Q crossing, loop E is centered at the SI-SA-REKS/BH&HLYP crossing, and loop F is centered at the SF-TDDFT crossing. Other methods have similar crossing points as MRCCSD+Q or CASSCF, so we do not construct separate loops for all of them but rather employ loops A and D to test them. The geometries of the crossing points around which the loops are centered are shown in Figure S1 of the Supporting Information (SI). All loops have a radius of 0.002 Å and lie along the BP vectors computed at the CASSCF level of theory. Loops with small radii were used in order to capture the exact shape of the potential energy surfaces at the crossing. We assume that the CASSCF vectors are transferable to other crossing points or that they have a large projection on BP vectors that would have been computed at a different level of theory. As also discussed in the literature, this assumption is physically grounded. In fact, the BP vectors must correspond to torsional mode (ca. RC) that most rapidly allows for the reconstitution of the \(\pi\)-overlap across the central orthogonally twisted double bond and a stretching mode (ca. BLA) which induces the charge transfer along the \(\pi\)-framework by effectively changing the pairing between all \(\pi\)-electrons. The BP vectors computed at different levels of theory shall thus be similar to the CASSCF ones. For comparison, the SI-SA-REKS BP vectors were also computed and compared to those of CASSCF in Figure S2 of the SI, indeed they were found to be similar.

**Multiconfigurational Methods.** CASSCF and MR-PT2 calculations (with the exception of QD-NEVPT2) employ an active space of six electrons in six \(\pi\)-orbitals involving the bonding and antibonding orbitals related to the \(\pi\)-conjugated system in PSB3. For CASPT2, we test both single-state (SS) and multistate (MS) variants of CASPT2, both with and without the default IPEA parameter. All SS-CASPT2 and MS-CASPT2 energies were obtained with an imaginary shift of 0.2 to exclude intruder states. Similarly, in XMCQDPT2, an intruder state avoidance (ISA) shift of 0.02 was used. In this work, all reported XMCQDPT2 energies are computed with a modified Fock-like operator which incorporates some terms arising from the nonseparable part (\(F_{nn}\)) of the CASSCF state-averaged second-order density matrix, \(\Gamma\). This version of XMCQDPT2 is used because it appears to better reproduce MRCCSD+Q energy profiles in PSB3 and because it yields a crossing geometry similar to that of MRCCSD+Q. Finally, MRCCSD calculations...
employed the same six electron six orbitals reference active space as in CASSCF. The internally contracted version of MRCISD was used, and for MRCISD+Q the Davidson correction\textsuperscript{57} with a relaxed reference\textsuperscript{58} was employed. Core orbitals in all MR-PT2 and MRCI calculations were frozen.

**EOM-CC Methods.** Only EOM-SF-CCSD(dT) was tested owing to its success in previous benchmarks.\textsuperscript{29,30} This version of EOM-CC employs the spin-flip operator,\textsuperscript{44−47} with a ROHF triplet reference state (ROHF is used to reduce spin contamination). The triples correction (dT) is derived by using second-order Rayleigh–Schrödinger perturbation theory starting from the EOM-SF-CCSD solutions as zero-order states\textsuperscript{48} and employing the diagonal of the full similarity transformed Hamiltonian. All electrons were correlated in the CCSD and EOM calculations.

**Density Functional Theory Methods.** Three types of DFT methods were tested. The first is a linear response TDDFT approach with a double-hybrid mPW2PLYP functional\textsuperscript{49−51} and using the Tamm–Dancoff approximation.\textsuperscript{39} The mPW2PLYP functional was chosen because it did not have severe self-consistent field (SCF) convergence issues near the crossing geometry, while other density functionals tested in ref 35 did experience serious convergence difficulties. However, for the purpose of this work it is also a representative method that is expected to behave like any other DFT functional within

---

**Figure 3.** BLA and CI loop energy profiles for CASSCF (red, same as Figure 2D, bottom), MRCISD (gray), MRCISD+Q (black), SS-CASPT2(IPEA=0) (dark blue), MS-CASPT2(IPEA=0) (violet), SS-CASPT2(IPEA=0.25) (light blue), MS-CASPT2(IPEA=0.25) (violet), XMCDQPT2/T households (green), QD-NEVPT2 (brown), TDDFT/mPW2PLYP (orange), and SI-SA-REKS-HF (fuchsia). (Top) $S_0$ and $S_1$ energy profiles along the BLA scan, relative to cis-PSB3. The positions of the crossings are shown as filled circles. Due to the different geometries of the crossings at different levels of theory, several CI loops were constructed, each centered at a different BLA value, to incorporate the crossings of all tested methods. One loop was centered at the CASSCF crossing (panel A), one around the MRCISD crossing (panel B), one around the CASPT2(IPEA=0) crossing (panel C), and one around the MRCISD+Q crossing (panel D). Note that MRCISD+Q, SS-CASPT2-\textsuperscript{IPEA=0.25}, MS-CASPT2-\textsuperscript{IPEA=0.25}, XMCDQPT2, QD-NEVPT2, EOM-SF-CCSD(dT), and SI-SA-REKS all have similar energy profiles along the BLA and a similar geometry for the crossing, and therefore only one loop is used to test all seven methods. Along the loops, only the energy differences between $S_0$ and $S_1$ are shown for all methods. An energy difference of $\sim0$ kcal/mol means that the two states cross at that point. Such crossing points are indicated by black circles.

**Figure 4.** (Top) $S_0$ and $S_1$ energy profiles along a more extended region of the BLA scan, relative to cis-PSB3. The BLA energy profiles are shown for CASSCF (red), MRCISD+Q (black), SI-SA-REKS/H&HLYP (green), and SF-TDDFT/BH&HLYP without spin projection. The CASSCF and MRCISD+Q profiles are shown to allow comparison of the scale with Figure 3. The positions of the conical intersections are shown as filled circles at the different levels of theory. Panel E displays SI-SA-REKS/BH&HLYP energy profile centered at its corresponding crossing point. Panel F displays the SF-TDDFT/BH&HLYP energy profile both with spin projection (dashed lines) and without (solid lines) about a loop centered on the SF-TDDFT/BH&HLYP crossing found without spin projection. Along the loops, only the energy differences between $S_0$ and $S_1$ are shown for all methods. An energy difference of $\sim0$ kcal/mol means that the two states cross at that point. Such crossing points are indicated by black circles.
TDDFT. The second method is REKS, an ensemble DFT method whose formulation is described in ref 60. While REKS is a ground-state method, excited states can be accessed by using state-averaged REKS (SA-REKS).51 In particular, we also use a state-interaction SI-SA-REKS approach introduced in refs 35 and 62. We test REKS with two different functionals, which are the HF and BH&HLYP functionals, as used in refs 35 and 62. Note that the idea of state interaction has recently been used by Li et al.62 in the context of TDDFT. This method, the configuration interaction corrected Tamm–Dancoff approximation (CIC-TDA) DFT, is not tested in the present work; it has already been shown to yield the correct dimensionality of the BP. Finally, the third DFT method tested is the spin-flip TDDFT (SF-TDDFT)53,64 method (the original collinear variant) employing the BH&HLYP functional.52 We test SF-TDDFT in its original, non-spin-adapted, implementation,53 which may lead to spin contamination in the target states, as well as a spin-projected variant.55,66

**CASSCF and CASPT2 Semiclassical Trajectories.** In order to understand the effects of the BP shape on semiclassical dynamics, we computed a series of surface hopping molecular dynamics trajectories using a set of 100 sampled initial conditions. These 100 initial structures and velocities were prepared by thermal sampling according to the Boltzmann distribution at room temperature and at the HF level of theory (which is qualitatively correct around the equilibrium geometry). The initial conditions were generated by quasi-classical fixed local mode sampling at 298 K and 1 atm, as implemented in Gaussian (and based on VENUS9667). These structures and velocities were then used as starting points to launch trajectory calculations using the Dynamix module in Molcas68 (for more details on Dynamix see ref 69). Briefly, the trajectories were propagated using Newton’s equations of motion and according to the velocity Verlet algorithm70 with a time step of 1 fs.

The surface hopping events (i.e., nonadiabatic transitions) were imposed using Tully’s fewest switches algorithm.71 The electronic states of the system were described by CASSCF or SS-CASPT2 wave functions with a total of six electrons in six orbitals defining the complete \( \pi \)-system. In order to determine the time-dependent wave function and the population of each electronic state with time, a set of 200 substeps of integrations \((5 \times 10^{-3} \text{ fs})\) of the time-dependent Schrödinger equation were performed for each Newton equation-of-motion integration step \((1 \text{ fs})\). The projection of the DCV along the trajectory was computed by finite differences at each step of the nuclear motion integration following an equivalent scheme as in ref 15; i.e., the derivative of the wave function is taken as a finite variation between two consecutive configuration interaction vectors of the trajectory. In order to determine the derivative coupling elements for each electronic-integration substep, an interpolation—extrapolation scheme was used.72 Finally, the decoherence correction due to Granucci and Persico is employed to improve the internal consistency of the surface hopping algorithm.73

**Software Used.** Calculations were performed in Gaussian 0974 (for CASSCF energies, BP vectors, and thermal sampling of initial conditions), Molcas 7.869 (for the CASSCF and CASPT2 energies and trajectory calculations), Molpro70 (for the MRCISD and MRCISD+Q energies), Gamess-US76 (for SF-TDDFT calculations), Firefly77 (for the XMCQDPT2 energies), Q-Chem78 (for EOM-SF-CCSD(DT) energies), Orca79 (for the TDDFT energies), and COLOGNE201280 (for the REKS BP vectors and energies). QD-NEVPT2 calculations have been performed using a code developed at the University of Ferrara and interfaced to Molcas. Loops were constructed using MOP2plot v. 1.86.

### RESULTS AND DISCUSSION

**CI Loop Scan Results.** In Figures 3 and 4, we present the \( S_\alpha = S_\beta \) energy gaps along loops centered at a crossing point for each electronic structure method. For better readability, we present the energy gap rather than \( S_\alpha - S_\beta \) energies (similar to Figure 2D bottom). The corresponding \( S_\alpha \) and \( S_\beta \) energy profiles are provided in Figures S3–S16 the SI. In all cases, we confirmed that the crossing for each level of theory lies inside the respective loop for which the energy profile was computed by either checking the electronic character for a single state along the loop (i.e., that it changes twice passing from a dominant \( \psi_{\text{CT}} \) to a dominant \( \psi_{\text{DIR}} \) and vice versa) or by checking that the uncoupled (“diabatic”) states cross twice along the loop for each method (see SI Figures S3–S16) by monitoring the change in wave function character. The results show the following:

(a) CASSCF, as discussed previously, behaves correctly and the corresponding CASSCF crossing is conical, that is, a real CI (see Figure 3A). The energies of the \( S_\alpha \) and \( S_\beta \) states never cross so that their energy difference is always larger than zero and displays two maxima and two minima.

(b) MRCISD also behaves correctly for a real CI (Figure 3C), as already demonstrated,81 but when the Davidson correction is applied, the states intersect twice along the loop (Figure 3D) as shown by the state energy difference which goes twice to zero. This is due to the fact that the Davidson correction only corrects the energies but does not correct the couplings. Therefore, MRCISD+Q does not produce a conical crossing but rather a linear crossing within the BP. Accordingly, at this level of theory we expect a \((3N-7)\)-dimensional IS.

(c) SS-CASPT2 does not account for any coupling between the two states and therefore displays two points where the energy gap is zero (i.e., where \( S_\alpha \) and \( S_\beta \) cross), as shown in Figure 3B for CASPT2 without the IPEA shift. This behavior of SS-CASPT2 has been first documented by Malrieu et al.,82 where it was shown that SS-CASPT2 displayed a double crossing along the Li–F stretching coordinate rather than an avoided crossing. This work led to the development of the MS-CASPT2 formalism83 that is based on a multipartitioning approach,83 where a separate zero-order Hamiltonian is used for each state. MS-CASPT2, through the multistate Hamiltonian, couples the two states, and they no longer cross. For example, MS-CASPT2 has been shown to yield the correct dimensionality of the BP and IS in refs 25 and 84. However, it is also important to notice the large difference in energy profiles between SS-CASPT2 and MS-CASPT2 in Figure 3B. This is due to a previously documented behavior. In particular, we find that MS-CASPT2 tends to drastically overestimate the coupling between the two intersecting states.29,41

This is clearly demonstrated since the MS-CASPT2 energy gap oscillates between \(1 \text{ kcal/mol} \) (compared to a maximum energy gap of ca. \(3 \text{ kcal/mol} \) with other methods). This implies that, unrealistically, in the case of MS-CASPT2 the CI appears to lie in a very steep valley surrounded by high barriers on both sides. Note that these artifacts in MS-CASPT2 can be corrected by applying an extension similar to that used in XMCQDPT2, as demonstrated in ref 85. Finally, the MS-CASPT2 Hamiltonian matrix is generally nonsymmetric, and would produce a CI with a \((3N-9)\)-dimensional IS. Symmetrization of the MS-CASPT2 Hamiltonian is needed to produce the correct \((3N-8)\)-dimensional IS. On the other hand, instead of symmetrization one may be able to ensure that \( H_{\|} \) and \( H_{\perp} \) are...
similar by, for instance, increasing the active space used in the calculation.86

(d) SS-CASPT2 and MS-CASPT2 with IPEA = 0.25 behave similarly to those without IPEA (see Figure 3D). Therefore, $S_0$ and $S_1$ cross twice at the SS-CASPT2 level but do not cross in the case of MS-CASPT2. Again, we see an overestimation of the coupling in MS-CASPT2 but not as severe as in Figure 3B. This may simply be due to the use of the CASSCF BP vectors, which are naturally more accurate at the CASSCF crossing rather than at the MS-CASPT2 crossing.

(e) XMCQDPT2 and QD-NEVPT2 both behave correctly along the loop (Figure 3D) and therefore identify real CI points. This is due to the diagonalization of the multistate Hamiltonians. In fact, as expected, when plotting just the diagonal elements of the Hamiltonian we see that the underlying “diabatic” states cross twice along the loop (see SI Figures S8 and S9). As in MS-CASPT2, the QD-NEVPT2 Hamiltonian matrix must be symmetrized to produce the $(3N - 9)$-dimensional IS.

(f) EOM-SF-CCSD(dT) behaves similarly to MRCISD+Q and SS-CASPT2, we observe that the states cross twice along the loop (Figure 3D). Due to the nonhermiticity of the EOM-CC theory, we expect that EOM-CC methods would produce a CI that occupies a $(3N - 9)$-dimensional IS.38,39 However, the results of the loop scan indicates a linear crossing, which suggests that the IS is $(3N - 7)$-dimensional. This is likely due to the perturbative (dT) correction, which uses EOM-SF-CCSD as a reference and corrects the energy to account for triple excitations. The limitations of such an approach are the same as of the Davidson correction discussed above.

(g) The states computed with TDDFT/mPW2PLYP display two crossing points along the loop in Figure 3A, as anticipated earlier.14

(h) The SI-SA-REKS states are allowed to couple through the application of the state interaction (Figures 3D and 4E), and therefore SI-SA-REKS displays the correct conical dimensionality of the crossing, as also shown in a recent study.62 This behavior should be independent of the functional used (HF or BH&HLYP). In Figure 3D, SI-SA-REKS-HF displays a different energy profile along the loop with respect to other methods, but this is likely due to the fact the SI-SA-REKS-HF crossing does not lie at the center of the loop from Figure 3D that was centered on the MRCISD+Q crossing. Indeed, the loop in Figure 4E, which is centered on the SI-SA-REKS/BH&HLYP, displays a profile very consistent with other methods.

(i) In the case of spin-projected SF-TDDFT we find that the states do cross along the loop. However, non-spin-projected SF-TDDFT displays the correct dimensionality of the BP (see Figure 4F), as expected for a CIS-type approach in the case of CIs between two target states (rather than a reference and an excited state).87 Note that the crossing of the SF-TDDFT states occurs at a large BLA value. This is because the minimum energy CI (MECI) computed with SF-TDDFT using the approach of Maeda et al. is slightly pyramidalized at one of the double-bond carbons (see Figure S17 in the SI, where we compare the geometry of the SF-TDDFT MECI with those of SI-SA-REKS/BH&HLYP and MS-CASP7289) possibly indicating problems in describing diradicals. However, to be fully consistent with the way all other methods were tested, here we use the crossing obtained along the BLA scan rather than the MECI crossing. More accurate state energies and therefore crossing positions may be obtained with different functionals, as found in refs 34 and 89. Note that SF-TDDFT has already been demonstrated to split the degeneracy at the CI in ethylene by Minezawa and Gordon.90 It also has yielded a correct shape of the potential energy surface around the CI mediating the photochemical ring opening of oxirane.91 Here we confirm these results by using a loop centered at a CI point. However, in both of these cases, spin projection was not performed. By applying Yamaguchi’s approximate spin-projection formula, the correct dimensionality of the BP is lost. Thus, if spin adaptation is desired, one should proceed by creating a spin-complete set of determinants, as was done within the configuration interaction formalism92 and discussed by Rinkevicius et al. in the context of SF-TDDFT.93

### Branching Plane Scans

In order to further verify the results from Figures 3 and 4, a plot in the plane of the BP was produced for some selected methods (see Figure 5). The results in these plots reflect what was already demonstrated in Figures 3 and 4. First, we find that the CASSCF CI is peaked and displays the correct branching plane conical topology. In contrast, SS-CASPT2 with IPEA = 0.25 clearly displays a linear rather than...
a conical crossing. MS-CASPT2 and XMCQDPT2 allow coupling and therefore display the correct conical shape; the same is true for SF-TDDFT and SI-SA-REKS. In all of these cases, the CI’s are sloped, consistent with the results of the BLA scans in Figures 3 and 4. In the case of SS-CASPT2(IPEA=0.25), MS-CASPT2(IPEA=0.25), and XMCQDPT2, the crossing points do not appear at the center of the plot simply because the CI was not optimized at the respective level of theory but rather was obtained at a crossing point along the BLA. Finally, the SS-CASPT2(IPEA=0) and MS-CASPT2(IPEA=0) curves display significant artifacts similar to those observed in the loops, due to their proximity to the CASSCF CI.39,41

Consequences for Semiclassical Molecular Dynamics. The ability of a method to correctly describe the branching plane in the proximity of a crossing may be essential for mechanistic studies or, even more, semiclassical dynamics studies. More specifically, semiclassical dynamics may be sensitive to the shape and topology of the intersection region, since the fate of a trajectory may depend on the crossing topology (e.g., linear or conical) as well as on the geometry and electronic structure at the point of surface hop, as reported in recent studies.39,94,95 In order to investigate how the differences of the potential energy surfaces at crossings impact the outcome of semiclassical dynamics, we computed a set of 100 semiclassical trajectories (representing a vibrational wavepacket released from the Franck–Condon region of the S₁ potential energy surface) at the CASSCF and SS-CASPT2(IPEA=0.25) levels of theory using a PSB3 derivative (trans-3-MePSB3, see Figure 6A, left) as a model system. This derivative features a methyl substituent at C3 and therefore represents a better model of the all-trans-rPSB chromophore of microbial rhodopsins which almost exclusively isomerize about the C13–C14 double bond (see Scheme 1A). The BLA scan of 3Me-PSB3 is shown in Figure 6B. The CASSCF and SS-CASPT2(IPEA=0.25) energy profiles are quite similar. We find that CASSCF has an intermediate crossing topography (i.e., between peaked and sloped) where an S₁ minimum is intersected by the S₀ state whereas the SS-CASPT2(IPEA=0.25) crossing has a slightly sloped topography. In order to test the dynamics of the decay in the region of the conical intersection seam, the trans-3-MePSB3 model has also been pretwisted 25° about the reactive double bond (see Figure 6A). Such pretwisting not only makes the model more similar to the corresponding moiety of protein-bound chromophores but also bypasses a region of the S₁ energy surface where the CASSCF and SS-CASPT2 energy surfaces have different shapes.30 This is important because in the present context we want to focus exclusively on the effect of the different dimensionality of the crossing.

The results of the dynamics simulations are shown in Figure 6C,D. These figure panels display how the C2–C3 torsional deformation, described by the dihedral angle (α), evolves as a function of time. The small circles correspond to surface hop points. Remarkably, and in spite of the different CASSCF and SS-CASPT2 crossing topology described above (a conical and linear topology, respectively), the S₁ to S₀ evolution of the two trajectory ensembles appears to be quite similar. This is illustrated by the similar progression of the average α value (see black lines in Figure 6BC) along the S₁ state, the similar branched pattern of the trajectory density along the entire 200 fs simulation, and the similar distribution of the hop (mainly S₁ to S₀ decay) points. The analysis of the time evolution of other geometrical coordinates leads to the same conclusion. Most importantly, the branching toward the cis and trans isomers (associated with α values of ca. 0° and 180°, respectively) occurring after the hop is also comparable. Indeed, at the CASSCF level, 58 trajectories photoisomerize to cis-3-MePSB3 while 33 trajectories return to the trans-3-MePSB3 and 9 trajectories remain unreacted on the excited state for the duration of trajectories which reached trans-3-MePSB3 after hopping (at around α = 0) and the number of trajectories which reached trans-3-MePSB3 (at around α = 180°).

Figure 6. Comparison of the results of 100 CASSCF and 100 SS-CASPT2(IPEA=0.25) semiclassical trajectories. (A, left). The trans-3-MePSB3 model used as a starting structure for thermal sampling which yielded 100 structures and velocities used to launch the semiclassical trajectories. The structure was optimized at the CASSCF level of theory with constraints on the C1–C2–C3–C4 and H–N–C1–C2 dihedrals shown in blue. These constraints were used to mimic pretwisting of the double bonds as in a protein environment and also to help overcome the locally excited region of the excited-state surface documented in ref 30. (A, right) Newman projection of 3Me-PSB3 showing the definition of the C1–C2–C3–C4 dihedral. (B) CASSCF (blue) and SS-CASPT2(IPEA=0.25) (green) energy profiles along the BLA scan of 3Me-PSB3. This BLA scan was constructed in a way similar to the BLA scan in ref 29. (C and D) Change in α as a function of time for the 100 trajectories at the CASSCF and SS-CASPT2(IPEA=0.25) levels of theory, respectively. Rather than display 100 trajectories, we present the population density (in white, contrasted to a dark green background). The black line in each graph represents the average dihedral of all trajectories which are on the excited state at the given time, up to 100 fs. Red points represent hop events from S₁ to S₀, while green points represent back-hop events from S₀ to S₁. The numbers on the right side of the graph represent the number of trajectories which reached cis-3-MePSB3 after hopping (at around α = 0) and the number of trajectories which reached trans-3-MePSB3 (at around α = 180°).
of the 200 fs trajectory, whereas, at the SS-CASPT2 level, 60 trajectories photoisomerize, 23 decay back toward trans-3Me-PSB3, and 17 remain unreacted. A full analysis of these results, including the degree of uncertainty due to the fairly limited number of computed trajectories, is beyond the scope of the current study, whose main target is to assess the sensitivity of the PSB3 dynamics to its branching plane features. Here, we simply report that for selected previsited trans-3Me-PSB3 model and for the common initial conditions (which are generated at the HF level on the basis of the only CASSCF equilibrium structure; see Figure 6A) CASSCF and SS-CASPT2 yield qualitatively similar results. The generality of this statement as well as the reason for why it is true remain to be thoroughly investigated in future studies. In Figure 7 we only provide a tentative interpretation based on the fact that the geometrical deformation bringing about a sudden change in wave function character is BLA (see Figure 2A). For the system under investigation this is nearly parallel to the BP direction labeled GDV and nearly orthogonal to DCV. Since each trajectory will initially accelerate out of the Franck-Condon region along a double bond expansion/single bond contraction mode,30,96,97 the CI region will be approached along a coordinate oscillating along BLA, as schematically illustrated in Figure 7. Here we need to stress, again, that the presented results are valid for the semiclassical dynamics scheme used in the calculation (e.g., quantum dynamics may yield a different picture), for the specific prewisted system under investigation and for the selected set of 100 initial conditions. Different initial conditions, for instance obtained by sampling a less distorted chromophore (i.e., more distant from the CI points) and thus making more difficult and slower the evolution toward the CI region, may have resulted in different hopping distributions and distinct dynamics for the two levels of theory. Further studies are clearly needed to address these issues in depth.

CONCLUSION

In the present work, we have presented a benchmarking protocol and used it to test the shape of the branching plane around crossings located along the BLA path using several electronic structure methods. This benchmark may be used to distinguish between methods that produce a true (conical) crossing from methods that produce a linear crossing belonging to a (3N − 7)-dimensional IS. Note that the possibility of a CI belonging to a (3N − 9)-dimensional space cannot be probed by this protocol. The results expand our knowledge of the PSB3 potential energy surfaces obtained with different electronic structure methods and strengthen the use of PSB3 as a benchmark system for the development of reliable electronic structure methods. In particular, we have addressed the problem of obtaining the correct geometry, energy, shape, and dimensionality for CIs. The conclusions regarding the BP topology at different levels of theory are, likely, not limited to the CI of PSB3, but general. Using methods yielding a conical rather than a linear crossing in the BP may be essential for rigorous mechanistic or dynamics studies of processes driven by a surface crossing. Our study reveals that the choice of appropriate methods may be more limited than expected. However, preliminary tests reveal that semiclassical dynamics are qualitatively similar despite differences in the CI topology and BP, although this conclusion remains to be investigated more thoroughly in the future through further semiclassical dynamics and, possibly, quantum dynamics simulations.
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